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Abstract—As one of the three main application scenarios of 5G cellular system, massive Machine-Type Communications (mMTC) has been regarded as the key solution to facilitate the IoT paradigm. One major bottleneck for accommodating mMTC is the severe congestion at the cellular random access channel when plenty of Machine-Type Devices (MTDs) send access requests concurrently while the preamble resources are limited. To remedy this issue, limiting the number of retransmissions and dropping access requests after the limit is reached can be an effective approach. Yet, the effect of the preamble retransmission limit \( K \) on the optimal access performance of mMTC in cellular networks remains largely unexploited, which motivates the study in this paper.

Specifically, in this paper, we start by characterizing the network steady-state points based on the limiting probability of successful transmission of access requests. We then obtain explicit expressions of the access throughput and the mean access delay of successfully-transmitted access requests as functions of \( K \) and the number of preambles \( M \). The maximum access throughput and the corresponding optimal backoff window size are further derived. It is shown that the maximum access throughput is independent of \( K \), while the mean access delay can be significantly reduced with a small \( K \), yet, at the expense of increased request dropping ratio. In addition, to improve both the throughput and delay performance, the analysis shows that more preambles should be allocated but the performance gain becomes marginal when \( M \) is large. Therewith, an algorithm is proposed for determining the least number of preambles \( M^* \) that maximizes the access throughput and the preamble resource utilization ratio. Numerical results show that a smaller preamble retransmission limit \( K \) can further reduce \( M^* \).

Index Terms—Machine-type communications, optimization, random access, retransmission limit.

I. INTRODUCTION

Machine-Type Communications (MTC) is a new type of communication paradigm in which devices can automatically operate, communicate, and process information without or with few human intervention. It is the foundation of many emerging Internet of Things (IoT) applications such as smart city, smart agriculture and e-Health. Recent reports have revealed that the number of Machine-Type Devices (MTDs) will surpass 10 billion in the next few years and the data traffic from MTDs will constitute a substantial portion of the traffic volume in the next-generation cellular networks [1]. Therefore, massive MTC (mMTC) has been identified as one of the three generic services to be supported by 5G cellular system [2].

To accommodate mMTC in cellular networks, many challenges have to be addressed. One of the crucibles that capture much attention is the severe congestion in the cellular random access channel [3]. Specifically, the random access procedure of the cellular system is designed based on the principle of multi-channel slotted Aloha. That is, each MTD randomly chooses one orthogonal preamble from the preamble resource pool and transmits via a shared random access channel. If more than one MTDs transmit the same preamble simultaneously, the collision occurs, resulting in the failures of all involved access requests. Due to limited preamble resources, when a large number of MTDs transmit access requests, frequent preamble collisions occur and the access efficiency becomes intolerably low.

To relieve the congestion, preamble (re)transmission limit, denoted by \( K \geq 1 \), is adopted in the cellular system at the MAC layer of user equipment side [4]. That is, each MTD with collided preamble would retransmit the access request only if it has not exhausted the retransmission limit. When the limit is reached, the MAC layer indicates a random access problem to upper layers and the MTD drops the access request. It is clear that with a small \( K \), the number of concurrent access requests can be reduced. The probability of successful access of each MTD might be boosted, however, at the cost of a high packet dropping ratio. The preamble retransmission limit \( K \) would significantly affect the access performance. It is therefore of great importance to characterize its impact on the access performance and understand how to optimize the access performance of mMTC in cellular systems with finite preamble retransmission limit.

A. Related Works

Extensive works have been done for mMTC in cellular networks in investigating its random access performance. Therein, the classical slotted Aloha analysis is widely adopted and most of the existing literature put the major focus on the network stability. For instance, with an infinite retransmission limit, it was demonstrated in [5], [6] that the slotted Aloha
network exhibits bistable behavior, i.e., it may possess multiple statistically steady-state equilibrium points, which can be characterized based on the limiting probability of successful transmission of packets. With finite retransmission limit and node population, [7], [8] revealed that if the retransmission limit is small, then the bistable behavior can be mitigated. Otherwise, the network may still have multiple steady-state points. [9] developed a multi-dimensional Markov process to characterize the stability region of a heterogeneous Aloha network, where nodes have different input rates. With an infinite node population, [10] numerically discussed the region of retransmission limit that guarantees the network stability.

For analyzing the effect of preamble retransmission limit on the random access performance in cellular systems, numerous analytical models were proposed. In [11], by modeling the arrival process of access requests with a Poisson distribution, the request load region, outside of which the system is stable, was obtained as the function of retransmission limit. In [12]–[15], by recursively calculating the average number of the contending devices in each time slot, analytical models were developed for characterizing the transient behavior of aggregate channel traffic and deriving performance measures, such as collision probability and access delay, for given preamble retransmission limit. In [16], [17], queueing models for individual MTD were established, which revealed that a smaller preamble retransmission limit may improve the throughput and delay performance.

In above studies, the main focus is on numerically evaluating the access performance of mMTC in cellular networks for given system parameters, e.g., preamble retransmission limit. How to properly select system parameters to optimize the access efficiency is another interesting problem, which is of great importance in practice. Specifically, it was explicitly demonstrated by [18]–[24] that the system parameters (such as the total amount of preambles, the transmission probability of access requests, and the backoff window size) can crucially affect the access efficiency. Accordingly, numerous schemes were proposed to adaptively tune those system parameters by periodically estimating the aggregate traffic [18]–[29]. The effectiveness of those schemes, nevertheless, relies on how accurate the traffic estimation is.

In recent, a new analytical framework was developed in [30] to optimize the long-term throughput [30] and delay [31] performance of mMTC in cellular networks. By formulating a Markov model to characterize the state transmission process of each access request, the network steady-state points were derived, based on which the maximum access throughput, the minimum mean access delay and the optimal backoff parameters were all obtained. As only the statistical traffic information, such as the number of devices in the network, is needed for the optimal tuning of backoff parameters, realtime traffic estimation is thus no longer required. However, in [30] and [31], an infinite retransmission limit $K = +\infty$ was assumed, with which little light was shed on how to properly tune system parameters to optimize the access efficiency with a finite retransmission limit $K < +\infty$.

B. Our Contributions

In this paper, by extending the analytical framework in [30] to incorporate a finite preamble retransmission limit $K < +\infty$, we will address the above issue and demonstrate the effect of $K < +\infty$ on the optimal access efficiency. Specifically, the network steady-state points, the access throughput and the mean access delay are all obtained as the functions of $K$, based on which the optimal access efficiency and the corresponding optimal backoff window size and number of preambles are further derived. Our main contributions are summarized as follows:

1) Steady-state Points Analysis: We apply a discrete-time Markov renewal process to characterize the behavior schema regarding each access request, based on which we obtain the fixed-point equation with respect to the limiting probability of the successful transmissions. It is shown that the network has the property of having one or two steady-state points, which is denoted by $p_L$ and $p_A$, where $p_L < p_A$. Both steady-state points are monotonic increasing functions of backoff window size $W$. Yet, the monotonicity with regards to the retransmission limit $K$ depends on $W$. If $W$ is below a certain threshold, then both steady-state points decline as $K$ grows; Otherwise, they increase as $K$ grows. Such a critical threshold is explicitly characterized and is shown to be solely determined by the traffic input rate of each device $\lambda$.

2) Performance Optimization: For the throughput maximization, we derive the closed-form expressions in regard to the maximum access throughput as well as the corresponding optimal backoff window size. It is shown that the maximum access throughput has no concern with the preamble retransmission limit $K$ while the optimal backoff window size should be properly enlarged when $K$ increases. The analysis also reveals that the network is of necessity to operate on the desired steady-state point $p_L$ such that the maximum access throughput is achievable. To mitigate the bistability, we explicitly characterize the lower-bound of the aggregate input rate, above which the network has only one steady-state point regardless of $K$. For the delay performance, the analysis shows that a small preamble retransmission limit $K$ can effectively reduce the mean access delay of access requests that are successfully transmitted. Yet, the performance improvement is achieved at the cost of packet dropping. When $K$ is large, the minimization of the mean access delay is equivalent to the maximization of the access throughput.

3) Optimal Number of Preambles: To boost the throughput and delay performance, intuitively, the system should allocate more preambles. However, the analysis shows that an over-provisioning of preambles makes little contribution to performance improvement while degrades preamble resource utilization ratio, i.e., access throughput per preamble. As preambles are scarce resources in cellular systems, in this paper, an algorithm is proposed for determining the least number of preambles $M^*$ that maximizes both the access throughput and the preamble resource utilization ratio. It is shown that a smaller preamble retransmission limit $K$ can further reduce $M^*$ because of packet dropping.

The rest parts of this paper are organized as follows. In
Section II, we elaborate the details on the considered system model. In Section III, we analyze the network steady-state points. In Section IV and Section V, we evaluate and optimize the access throughput and access delay performance in the single-preamble scenario, respectively. In Section VI, we further focus on the multi-preamble scenario. The implementation to practical 5G system design is demonstrated in Section VII. Finally, Section VIII gives the conclusion.

II. SYSTEM MODEL

This paper considers a general single-cell cellular system, which consists of one Base Station (BS) and \( n \) MTDs. Note that although 3GPP has recently developed multiple new radio access technologies [32] (such as NB-IoT or LTE-M) for machine-type services, the random access procedure is, in essence, similar. It contains four steps: 1) preamble transmission, 2) random access response, 3) radio resource control connection request transmission and 4) radio resource control connection setup message transmission. Since existing works have demonstrated that the success of access request is mainly determined by the preamble transmission step [3, 11, 16–19, 21, 24], we therefore stipulate that the random access procedure can be successfully completed as long as the preamble transmission is successful.

In the random access procedure, each MTD transmits a randomly selected preamble. The total number of preambles is \( M \in \mathbb{N}^+ \). According to the standards [33], preambles are transmitted via the shared Physical Random Access Channel (PRACH), which appears periodically in time axis. Let us define the time slot as the interval between two neighboring PRACH. Therefore, an MTD can transmit one preamble in one time slot. If multiple MTDs transmit the same preamble at the same time, then all of them fail due to preamble collision. The access request can be successfully transmitted only when there is no concurrent transmission of the same preamble at the same time slot.

Assume that the buffer size of each MTD is infinite. In each time slot, the arrivals of data packets follow a Bernoulli process with parameter \( \lambda \in (0, 1) \). The MTD with nonempty buffer has an access request. If the access request is successful, the MTD proceeds to the data transmission process, in which it clears the data queue within one time slot. If the transmission attempts of the access request fail for \( K \) times, then the MTD drops it along with data packets in the data queue. It is clear that the scenario in [30, 31] is a special case of \( K = +\infty \). When the number of MTDs \( n \) is large, the network can be regarded as a multi-queue-single-server system, wherein each individual MTD's request queue is characterized by a Geo/\( G/1/1 \) queue model [30].

Since preambles are orthogonal to each other, MTDs would not contend with each other if they use different preambles. For better illustration, we focus on the single-preamble scenario \( M = 1 \) in Sections III–V, and then extend the analysis to the scenario with multiple preambles in Section VI.

III. STEADY-STATE POINT ANALYSIS

In this section, we first characterize the behavior of each access request and then derive the limiting probability of successful transmission of access requests, i.e., the network steady-state point.

A. Behavior of Each Access Request

To model the behavior of each access request, a discrete-time Markov renewal process \((X, T) = \{(X_j, T_j), j = 0, 1, \ldots\}\) is established, where \( T_j \) are the state transition times and \( X_j \) are the related states in the embedded Markov chain \( X = \{X_j\} \), as shown in Fig. 1.

Let \( S \) denote the state space of \( X \), and we have \( S = \{T, R_1, R_2, \ldots, R_{K-1}, D\} \). Those states can be segmented into three categories: 1) successful request transmission (State T), 2) backoff (State \( R_i, i = 1, 2, \ldots, K-1 \)) and 3) packet drop (State D), where \( i \) represents the total number of the experienced transmission failures by the access request. Let \( p_i \) denote the probability of successful transmission of access requests at the \( t \)-th time slot. As illustrated by Fig. 1, we see that an access request is successful if and only if an access request remains in State T, swaps from States \( R_i \) to T or changes from States D to T. Otherwise, the access request shifts from States T to \( R_1 \) or from States \( R_i \) to \( R_{i+1} \). Given that the transmission fails for \( K \) times, the access request is dropped and enters State D. Therefore, a new access request is either initially in State T if the previous request is successfully transmitted or in State D if the previous request is dropped.

We can obtain the steady-state probability distribution with respect to the Markov chain in Fig. 1 as

\[
\begin{align*}
\pi_R &= \frac{(1-p)_i}{1-(1-p)_i} \pi_T, \quad \text{for } i = 1, 2, \ldots, K-1, \\
\pi_D &= \frac{(1-p)_K}{1-(1-p)_K} \pi_T,
\end{align*}
\]

where \( p = \lim_{t \to \infty} p_i \) is the limiting probability of successful transmission of access requests.

The holding time in State \( X_j \) is the interval between two successive transitions, i.e., \( T_{j+1} - T_j \), which depends on State \( X_j, j = 1, 2, \ldots \) only. Let \( \tau_i \) be the average holding time in State \( i \), where \( i \in S \). According to the standard [4], a fresh access request will be transmitted instantly. Therefore,
the holding time in State T and that in State D are equal to one unit time slot, namely,
\[ \tau_i = 1, \ i \in \{T, D\}. \] (2)

The holding time in State R, \( i = 1, 2, \ldots, K - 1 \), is closely related to the backoff protocol. In this paper, we consider the Uniform Backoff (UB) scheme adopted in the 3GPP MAC protocol [4]. That is, once the MTD involves a collision, a backoff counter is randomly chosen from the set \( \{0, \ldots, W\} \), where \( W \) depicts the UB window size with the unit of time slots. The backoff counter decreases by one in each time slot. A request will be retransmitted by the MTD given that the backoff counter reaches zero. The mean holding time in State R should then be
\[ \tau_{R_i} = \frac{W + 1}{2}, \ i = 1, 2, \ldots, K - 1. \] (3)

Finally, we can obtain the limiting state probabilities of the Markov renewal process \((X, T)\) as follows
\[ \bar{\pi}_i = \frac{\pi_i \tau_i}{\sum_{j \in S} \pi_j \tau_j}, \ i \in S. \] (4)

Based on (1)–(4), we have
\[ \bar{\pi}_T = \frac{1 - p_d}{1 + \frac{W + 1}{2p} - p_d - p_d}, \] (5)
where \( p_d \) denotes the probability that an access request is dropped, and is given by
\[ p_d = (1 - p)^K. \] (6)

It is clear that each access request has the probability of \( 1 - p_d \) to be successfully transmitted, served with rate \( \bar{\pi}_T \), or has the probability of \( p_d \) to be dropped, served with rate \( \bar{\pi}_D \). With the Geo/G/1/1 queueing model, the probability that each MTD's buffer is nonempty can then be written as
\[ \rho = \frac{\lambda (1 - p_d)}{X (1 - p_d) + \bar{\pi}_T} = \frac{\lambda p_d}{\lambda p_d + \bar{\pi}_D}. \] (7)

B. Steady-State Points

In accordance with the above discrete-time Markov renewal process, let us now derive the steady-state points of the network based on the fixed-point equation of \( p \). In particular, each MTD in the network must be either in State \( S_1 \) or in State \( S_2 \), where
\( S_1 \): The buffer is empty;
\( S_2 \): The access request is in State \( i, \ i \in S \).

For each MTD, its access request transmission is successful only when all the other \( n - 1 \) MTDs are either in State \( S_1 \) or in State \( S_2 \) but not transmitting request. Thus, the probability of successful transmission of access requests \( p \) can be expressed as
\[ p = (\Pr\{\text{MTD in } S_1\} + \Pr\{\text{MTD in } S_2 \text{ with no transmission}\})^{n-1}, \] (8)

The probability that an MTD is in State \( S_1 \) is
\[ \Pr\{\text{MTD in } S_1\} = 1 - \rho, \] (9)

and the probability that it does not request transmission given
\[ \text{that it is in State } S_2 \text{ is} \]
\[ \Pr\{\text{MTD in } S_2 \text{ with no transmission}\} = \rho \left(1 - \bar{\pi}_T \right) - \bar{\pi}_D - \sum_{j=1}^{K-1} \bar{\pi}_{R_j} r_j, \] (10)

\[ \text{according to Fig. 1. } r_j \text{ denotes the conditional probability that the MTD performs the access request transmission when the access request is in State } R_j, \text{ which is given by} [34] \]
\[ r_j = \frac{\lambda}{W + 1}, \ j \in \{1, 2, \ldots, K - 1\}. \] (11)

When \( n \) is large, we have \( n - 1 \approx n \) and \( (1 - x)^n \approx \exp(-nx) \). Together with (7)–(11), we obtain the fixed-point equation as
\[ \rho \approx \exp \left( - \frac{\lambda (1 - p_d)}{\lambda p_d + \bar{\pi}_D} \right), \] (12)

where \( \lambda = n \lambda \) denotes the aggregate input rate. It can be seen from (12) that if the preamble retransmission limit \( K = +\infty \), (12) reduces to (6) in [30].

Note that when \( K = 1 \), (12) has only one solution, which is explicitly given as
\[ p_L^{K=1} = \exp \left( - \frac{\lambda}{1 + 1} \right). \] (13)

As can be inferred from (13), \( p_L^{K=1} \) is solely affected by the number of MTDs and the aggregate input rate, but unrelated to backoff window size, because the access request is transmitted for only once no matter whether it is successful or not.

On the other hand, for \( 1 < K < +\infty \), it can be easily shown that the fixed-point equation (12) has at least one root based on the Intermediate Value Theorem [37]. However, due to the nonlinearity of (6) and (12), it is difficult to derive the explicit expressions of the non-zero roots of (12).

For illustration, we let \( f(p) = \exp \left( - \frac{\lambda (1 - p)^n}{p + \frac{\lambda}{W + 1} \lambda p_d (1 - p)^{n-1}} \right), \) \( p, \) and \( f(p) = 0 \) has the same roots as those of (12). Numerical results are presented in Fig. 2. We can see that (12) has either three roots \( 0 < p_A \leq p_S \leq p_L \leq 1 \) or only one root \( 0 < p_L \leq 1 \),
which is consistent with the observations in [7], [11]. As shown by Fig. 2, if \( \lambda \) is either small, for example, \( \lambda = 0.1 \), or large, for instance, \( \lambda = 1 \), then (12) will have only one root, in which case the system is said to be stable, because it is guaranteed to operate at \( p_L \). Otherwise, the system is said to be bistable, in which by following the approximate trajectory analysis in [35], we can find that only \( p_L \) and \( p_A \) are steady-state points. Since \( p_A < p_L \), \( p_L \) is referred to as the desired steady-state point and \( p_A \) is referred to as the undesired steady-state point.

Corollary 1 shows the monotonicity of the steady-state points in terms of the UB window size \( W \) and the preamble retransmission limit \( K \).

**Corollary 1.**

1. For \( K \in [1, +\infty) \), the steady-state points \( p_L \) and \( p_A \) are monotonic increasing functions of \( W \).
2. For \( W \in [1, W_0) \), the steady-state points \( p_L \) and \( p_A \) are monotonic decreasing functions of \( W \). For \( W \in [W_0, +\infty) \), \( p_L \) and \( p_A \) are monotonic increasing functions of \( K \), where \( W = \frac{3}{2} \).

**Proof:** See Appendix A.

We can see from Corollary 1 that enlarging the UB window size can always benefit the limiting probability of successful transmission of access requests \( p \). In sharp contrast, how the preamble transmission limit \( K \) affects \( p \) closely depends on whether the UB backoff window size \( W > W_0 \) or not. If \( W \) is sufficiently large, i.e., \( W > W_0 \), then the contention in the channel is light already. In this case, the MTD should not drop the request but try more. Thus, a larger \( K \) is preferred for improving \( p \). However, as \( W \) decreases, i.e., \( W < W_0 \), the contention becomes severe as retransmissions of each MTD become more frequent. In this case, a smaller retransmission limit \( K \) could relieve the congestion via packet dropping and benefit the network performance. The threshold \( W_0 \), on the other hand, only depends on the input rate of each MTD \( \lambda \), and increases as \( \lambda \) decreases.

### C. Simulation Results

In this subsection, simulation results are presented to validate the above analytical results. Note that the simulation setting is in line with the system configuration as elaborated in Section II. The total number of time slots for each simulation run is \( 10^8 \). The curves are analytical results obtained from the fixed-point equation in (12), while the symbols demonstrate the simulation results, which is obtained by calculating the ratio of the number of successful access requests to the total number of transmitted access requests.

Fig. 3 illustrates how the preamble retransmission limit \( K \) and the UB window size \( W \) affect the limiting probability of successful transmission of access requests, \( p \), with the number of MTDs \( n = 100 \) and the aggregate input rate \( \lambda = 0.4 \). From Fig. 3, it is observed that when \( W = 1000 \), i.e., \( W > W_0 \), the single steady-state point \( p_L \) increases with \( K \). When \( W = 30 \) or 100, i.e., \( W < W_0 \), the steady-state points decrease with \( K \). Intuitively, as the preamble retransmission limit \( K \) increases, each request has more chances to be retransmitted, which intensifies the channel competition. Thus, we can see from Fig. 3 that when \( K \) is large and \( W \) is small, two steady-state points, namely, \( p_L \) and \( p_A \), exist in the network. It may move from \( p_L \) to \( p_A \), on which the access performance is poor. Moreover, a closer look at Fig. 3a also suggests that both \( p_L \) and \( p_A \) will be insensitive to the increment of preamble retransmission limit \( K \) when \( K \) is large. On the other hand, if \( K = 1 \), as shown in Fig. 3b, the network has a single steady-state point \( p_L \), which is independent of the UB window size \( W \), according to (13). Finally, we can conclude that simulation results are in tight agreement with the analytical results.

### IV. ACCESS THROUGHPUT

In this section, the optimal access throughput performance with finite preamble retransmission limit is characterized. Let \( \hat{\lambda}_{out} \) denote the access throughput, which measures the time-average of the number of successfully received access requests. With the Geo/G/1/1 queueing model, the expression of the access throughput can be obtained as follows [36]

\[
\hat{\lambda}_{out} = \hat{\lambda}(1 - \rho)(1 - p_d) = \frac{\hat{\lambda}(1 - p_d)}{1 + \frac{\lambda(1 - p_d)}{\lambda(W + 1)(1 - p_d/p_d)}}
\]

(14)

by combining (5)–(7). In particular, with the preamble retransmission limit \( K = 1 \), we have \( \hat{\lambda}_{out} = -W_0 \left( \frac{\lambda}{1 + \lambda} \right) \), which is
only determined by the number of MTDs and the traffic input rate of each MTD.

A. Maximum Access Throughput

When the preamble retransmission limit \( K > 1 \), it is shown in (6) and (14) that the access throughput \( \lambda_{\text{out}} \) further relies on \( K \) and the UB window size \( W \). In the following, we only consider the case that \( K > 1 \) and address how to maximize the access throughput \( \lambda_{\text{out}} \) by properly choosing \( W \). Define the maximum access throughput as \( \lambda_{\text{max}} = \max_W \lambda_{\text{out}} \). The following theorem presents \( \lambda_{\text{max}} \) and the corresponding optimal UB backoff window size \( W^* \).

**Theorem 1.** The maximum access throughput \( \lambda_{\text{max}} = e^{-1} \) is achieved if and only if the following two criteria are satisfied, i.e., the network operates at \( p_L \), and the backoff window size \( W \) is set as

\[
W^* = \frac{\lambda (e^{-1} - 1 - (1-e^{-1})K) + 2n(1-e^{-1})K_{\text{out}}}{\lambda (e^{-1} - 1 - (1-e^{-1})K)}, \quad \text{for } K > 1.
\]  

(15)

**Proof:** See Appendix B. \( \blacksquare \)

From Theorem 1, we can see that the maximum access throughput \( \lambda_{\text{max}} \) is independent of the preamble retransmission limit \( K \), but the optimal UB window size \( W^* \) should adaptively change with \( K \). Fig. 4 illustrates how \( W^* \) varies with \( K \) and the aggregate input rate \( \lambda \). We can see from Fig. 4 that \( W^* \) monotonically increases with both \( K \) and \( \lambda \). Similar to the network steady-state point \( p \) shown in Fig. 3, the optimal UB window size \( W^* \) will become insensitive to the preamble retransmission limit \( K \) when \( K \) is large.

Fig. 4b also shows that for given preamble retransmission limit \( K \), if \( \lambda \) is too small, then the analytical result of \( W^* \) drops to zero and probably even less, which conflicts with the fact that \( W \geq 1 \). It indicates that in this case, the network cannot achieve the maximum access throughput \( \lambda_{\text{max}} \). Moreover, Theorem 1 shows that \( \lambda_{\text{max}} \) can be achieved only when the network operates at \( p_L \). To ensure that the network has only one steady-state point \( p_L \), Fig. 2 reveals that a sufficiently large aggregate input rate \( \lambda \) is necessary. To guarantee that the maximum access throughput \( \lambda_{\text{max}} \) is achievable, the following corollary shows that \( \lambda \) should be no smaller than 1.

**Corollary 2.** Given that the aggregate input rate \( \lambda \geq 1 \) for \( K > 1 \), it is warranted that the maximum access throughput \( \lambda_{\text{max}} \) is attainable with \( W = W^* \).

**Proof:** See Appendix C. \( \blacksquare \)

Note that it has been revealed in [30] that with \( K = +\infty \), the network can achieve the maximum access throughput with the optimal tuning of backoff parameters when the aggregate input rate is larger than \( 4e^{-2} \approx 0.541 \), which is smaller than 1 in the case of \( K < -\infty \). Intuitively, with finite preamble
retransmission limit, many access requests are likely to be dropped. To push the access throughput performance to the limit, the aggregate input rate should therefore be sufficiently large to offset the packet loss due to dropping.

B. Simulation Results

Numerical simulations are conducted in this subsection to validate above analytical results. Fig. 5 demonstrates how $\lambda_{\text{out}}$ varies with $W$, wherein we set $\lambda = 0.4$ or 1 and $K = 2$ or 20. We can see from Fig. 5a that with $\lambda = 0.4$ and $K = 20$, the optimal backoff window size $W^* = 23$. However, even with $W = W^*$, the maximum access throughput $\lambda_{\text{max}}$ is not attainable due to the fact that the network degenerates into the undesired steady-state point $p_A$. We can also see that with $K = 2$, only one steady-state point exists in the network and the access throughput decreases as $W$ increases. Thus, with $W = 1$, the access throughput can be maximized, which, however, is still lower than $e^{-1}$. When the aggregate input rate increases to 1, as Corollary 2 indicates, the maximum access throughput $\lambda_{\text{max}}$ is always achievable for $K > 1$. Therefore, it can be seen from Fig. 5b that with $W = W^*$, the maximum access throughput is obtained even when the preamble retransmission limit $K = 2$.

V. ACCESS DELAY

In this section, we will further evaluate how the preamble retransmission limit $K$ affects the access delay performance by deriving the moments of access delay of successfully-transmitted access requests. The access delay is defined as the time length between the generation and the successful transmission of an access request.

For an access request, let us denote $Y_i$ as its holding time length in State $R_i$; $D_T$ as the time length spent from the beginning of State $T$ until it leaves the queue (i.e., it is either dropped or successfully transmitted); $D_i$ for $i = 1, 2, \ldots, K$ as the time length from the beginning of State $R_i$ until it leaves the queue. According to Fig. 1, we have

$$D_T = \begin{cases} 1 & \text{with probability } p_1, \\ D_1 & \text{with probability } 1 - p_1, \end{cases}$$ (16)

and

$$D_i = \begin{cases} Y_i + 1 & \text{with probability } p_i, \\ Y_i + D_{i+1} & \text{with probability } 1 - p_i, \end{cases}$$ (17)

for $i = 1, 2, \ldots, K - 1$, and

$$D_K = 1.$$ (18)

Note that $D_T$ is the sojourn time of an access request in the system. Let $G_{D_T}(z)$ denote its probability generating function and $G_{Y_i}(z)$ the probability generating function of $Y_i$. It can be derived from (16) to (18) that

$$G_{D_T}(z) = p_2 + p_2 \sum_{i=1}^{K-1} (1 - p_i)^{i} \prod_{j=1}^{K} G_{Y_j}(z).$$ (19)

Since $G'_{Y_i}(1) = \tau_{R_i} = \frac{W+1}{2}$ for $i = 1, 2, \ldots, K - 1$ and $G'_{Y_K}(1) = 1$, we can further obtain the mean sojourn time $E[D_T]$ as

$$E[D_T] = G'_{D_T}(1) = 1 + \frac{W+1}{2} \left( \frac{1 - p_1}{p_1} \right).$$ (20)

from (19).

Note that the access request leaves the system because of two reasons: 1) it is dropped, or 2) it is successfully transmitted. Let $D_d$ and $D_s$ denote the sojourn time of a dropped access request in the system and that of a successfully-transmitted access request, respectively. With the access request dropping probability $p_d$, we have

$$E[D_T] = p_d E[D_d] + (1 - p_d) E[D_s].$$ (21)

An access request is dropped after $K$th transmission failure. Therefore, the corresponding sojourn time is then given by

$$D_d = 1 + \sum_{i=1}^{K} Y_i,$$ (22)

with the probability generating function

$$G_{D_d}(z) = z \prod_{j=1}^{K} G_{Y_j}(z).$$ (23)

The mean access delay of successfully-transmitted access
requests $E[D_1]$ can then be obtained from (20)–(23) as

$$E[D_1] = \frac{1}{1-p_d} \left(1 + \frac{W+\frac{1}{2}}{p} \left(1 - \frac{p - p_d}{p} \right) \right) \left(1 + \frac{(K-1)(W+1)}{2} \right)^{-1} \right) \right),$$

(24)

Fig. 6a presents the simulation results on how the mean access delay of successfully-transmitted access requests $E[D_1]$ varies with the UB backoff window size $W$ when the aggregate input rate $\lambda = 1$ and the preamble retransmission limit $K = 2, 20$ or 100. We can clearly see that there are different trends among cases where $K = 2, 20$ or 100. Let us first focus on the case where $K = 2$. Specifically, as shown in Fig. 3b, with $K = 2$, the steady-state point $p$ is insensitive to the variation of $W$. According to (6) and (24), the mean access delay $E[D_1]$ can then be approximately regarded as a linearly increasing function of $W$. As a result, we can see from Fig. 6a that $E[D_1]$ linearly increases with $W$ when $K = 2$.

In sharp contrast, as shown in Fig. 6a, if the preamble retransmission limit $K$ increases to 20 or 100, then the variation of $E[D_1]$ with regards to the window size $W$ becomes complicated. Specifically, when $W$ is small, i.e., $W = 20$, the packet dropping probability $p_d$ approaches 1, as shown in Fig. 6b. The channel contention can be greatly relieved, leading to small mean access delay $E[D_1]$, as shown in Fig. 6a. If the UB window size $W$ increases, then the packet dropping probability $p_d$ drops quickly, which implies that a large number of devices would contend for channel access. The mounting channel contention boosts $E[D_1]$. Yet, with further growth of $W$, e.g., $W \approx 70$, $E[D_1]$ drops. Finally, if $W$ is excessively large, i.e., $W \approx 300$, then the access request has to wait a long time before the next transmission once it encounters a collision. Therefore, we can see from Fig. 6a that the mean access delay $E[D_1]$ grows with the window size $W$ again.

The results in Fig. 6 also reveal that the preamble retransmission limit $K$ determines a crucial tradeoff between the reliability performance and the access delay performance. As shown in Fig. 6a, $E[D_1]$ with $K = 2$ is much lower than $E[D_1]$ with $K = 100$, and can further be reduced as $W$ declines. Particularly, with $K = 1$, we have $E[D_1]_{K=1} = 1$ according to (6), (13) and (24). It suggests that a small retransmission limit $K$ can improve the delay performance. Yet, the performance improvement is achieved at the cost of reliability, i.e., the probability that the access request is successfully delivered rather than dropped. We can see from Fig. 6 that with $K = 2$, the packet dropping probability $p_d$ is still high even when $W$ is large, indicating that a large proportion of access requests are dropped.

Note that if the preamble retransmission limit $K$ is large, e.g., $K \rightarrow +\infty$, then it can be obtained from (14) and (24) that

$$E[D_1]_{K \rightarrow +\infty} = 1 + \left(\frac{W+1}{2}\left(1-p_d\right)\right)^{-1} \left(1 + \frac{n}{\lambda_{out,K \rightarrow +\infty}} - \frac{1}{\lambda}\right),$$

(25)

which shows that minimizing the mean access delay $E[D_1]_{K \rightarrow +\infty}$ is equivalent to maximizing the access throughput $\lambda_{out,K \rightarrow +\infty}$. In such case, the optimal backoff window size $W_{K \rightarrow +\infty}$ for optimizing the throughput and delay performance can be derived as

$$W_{K \rightarrow +\infty}^* = \frac{2 n \left(1 - \frac{n}{\lambda} \left(1-e^{-1}\right)^{K}\right)}{1 - e^{-1}} + 1,$$

(26)

according to Theorem 1. We can observe from Fig. 6a that with $K = 100$, the minimum mean access delay of successfully-transmitted access requests $E[D_1]_{\min}$ is 172 is achieved with $W_{K \rightarrow +\infty}^* = 198$.

VI. PERFORMANCE OPTIMIZATION IN MULTI-PREAMBLE SCENARIO

So far, we have analyzed the effect of preamble retransmission limit $K$ on the access throughput and access delay performance when the number of preamble $M = 1$. In this section, we will further focus on the multi-preamble scenario $M > 1$ and study how to properly select the number of preambles for optimizing the access efficiency and the preamble resource utilization ratio.

A. Performance Analysis in Multi-Preamble Scenario

Specifically, a multi-group model was proposed in [30] based on the orthogonality among preambles, that is, MTDs who use different preambles would not interfere with others. In the multi-group model, MTDs are classified into $M$ groups based on their selected preambles. Denote $n(i)$ as the group size of the $i$-th group, where $i = 1, 2, \ldots, M$ and $\sum_{i=1}^{M} n(i) = n$. According to the standards [4], MTDs randomly select preambles in each access request transmission attempt. Therefore, in the long run, $n(i)$ can be approximated as $\frac{n}{M}$, i.e., $n(i) \approx \frac{n}{M}$. Likewise, we have $\lambda(i) \approx \frac{n}{M}$. Replacing $n$ and $\lambda$ by $n(i) \approx \frac{n}{M}$ and $\lambda(i) \approx \frac{n}{M}$, respectively, the fixed-point equation in the multi-preamble case can be written as

$$p(M) = \exp \left(-\frac{\lambda M}{p(M)} \right) \frac{n}{\lambda M} \left(1-p_d\right) \frac{\lambda M}{p(M)} \left(1-p(M)-p_d\right) \right),$$

(27)

and the access throughput as

$$\lambda(M) = \lambda M (1-p) (1-p_d) \frac{\lambda(M) \left(1-p(M)-p_d\right)}{\lambda M (1-p(M)-p_d)}$$

which is maximized at

$$\lambda(M)_{\max} = M e^{-\frac{1}{\lambda}}.$$ (29)

only if the backoff window size is set to be

$$W_{\star,M} = \frac{\lambda(M) \left(1-e^{-\left(1-e^{-1}\right)^{K}\right)} + \frac{2 n}{M} \left(1-e^{-\left(1-e^{-1}\right)^{K}\right)} - \frac{\lambda(M) \left(1-e^{-1}\right)^{K}}{M}}{M}.$$ (30)

Meanwhile, the mean access delay of successfully-transmitted access requests in multi-preamble cases should be given by

$$E[D_1](M) = \frac{1}{1-p_d} \left(1 + \frac{W+\frac{1}{2}}{p} \left(1 - \frac{p - p_d}{p} \right) \right) \left(1 + \frac{(K-1)(W+1)}{2} \right)^{-1} \right) \right),$$

(24)

Fig. 7 shows how $p(M)$, $\lambda(M)$ and $E[D_1](M)$ vary with the number of preambles $M$ with the backoff window size
Fig. 7. Probability of successful transmission of access requests $p^{(M)}$, access throughput $\hat{\lambda}^{(M)}_{out}$ (in unit of requests/slot) and mean access delay of successfully-transmitted access requests $E[D_x]^{(M)}$ (in unit of slots) versus the number of preambles $M$. $n = 1000$, $\lambda = 0.003$, $W = \max\{1, W^* (M)\}$, $K = 30$.

Fig. 8. Optimal number of preambles $M^*$ and the corresponding maximum access throughput $\hat{\lambda}^{(M)}_{max}$ (in unit of requests/slot) versus the aggregate input rate $\lambda$. $n = 1000$, $K = 2$ or 100. $W = W^* (M)$. (a) $M^*$ versus $\lambda$. (b) $\hat{\lambda}^{(M)}_{max}$ versus $\hat{\lambda}$. $W = \max\{1, W^* (M)\}$.

We see that when $M$ is small, with the optimal tuning of $W$, the steady-state point $p^{(M)}$ operates at $e^{-1}$, the access throughput linearly increases with $M$ because $\hat{\lambda}^{(M)}_{max} = Me^{-1}$, and the access delay drops quickly. However, when $M$ is moderately large, e.g., $M = 8$, the bistable behavior can be observed from Fig. 7a, where the network has two steady-state points, i.e., $p_L^{(M)}$ and $p_A^{(M)}$, and the network shifts to the undesired steady-state point $p_A^{(M)}$. Under such circumstance, as can be observed from Fig. 7b-c, the access throughput $\hat{\lambda}^{(M)}_{out}$ would be close to 0 and the mean access delay $E[D_x]^{(M)}$ rises to be large. If $M$ further grows, the network again has a single steady-state point $p_L^{(M)}$. Besides, $\hat{\lambda}^{(M)}_{out}$ is getting close to the total input rate, i.e., $\hat{\lambda} = 3$.

In particular, we can see from Fig. 7 that when the number of preambles $M$ is large, allocating more preambles makes marginal contribution to the throughput and delay performance. Without the limitation on the number of preambles $M$, it is intuitively clear that the network should allocate preambles as many as possible for machine-type services.

However, according to the standards [3], the total number of preambles is limited, e.g., only 64. Note that to ensure the quality-of-service of the traditional Human-to-Human (H2H) services, a certain amount of preambles has to be reserved, indicating that the number of preambles for machine-type services would be very limited. The scarcity of the preamble resource necessitates the study on how to optimize the access efficiency of mMTC in cellular networks with least number of preambles.

B. Optimal Number of Preambles

This subsection is devoted to addressing the above issue, where the major focus is on the throughput performance. Specifically, we are interested in maximizing the access throughput and the preamble resource utilization ratio, i.e., access throughput per preamble. The maximum access throughput in the single-preamble scenario has been explicitly shown in Theorem 1. Equivalently, the maximum preamble resource utilization ratio can be obtained as $\frac{\hat{\lambda}^{(M)}_{out}}{M} = e^{-1}$. Accordingly, the optimization problem that we aim to address...
Algorithm 1 Calculation of $M^*$

1: Input $n, \lambda, K, M_{\text{max}}$ and initialize $M = 1$ and $\lambda_{\text{out}}^{(0)} = 0$.
2: repeat
3:   Calculate $p_{\lambda}^{(M)}$ in (27) with $W = W^{*,(M)}$.
4:   If $p_{\lambda}^{(M)}$ does not exist then
5:     Calculate $\lambda_{\text{out}}^{(M)}$ in (28) with $W = W^{*,(M)}$.
6:     If $\lambda_{\text{out}}^{(M)} > \lambda_{\text{out}}^{(M-1)}$ and $\frac{\lambda_{\text{out}}^{(M)}}{M} = e^{-1}$ then
7:       $M^* = M$.
8:     endif
9:   endif
10: $M = M + 1$.
11: until $M > M_{\text{max}}$
12: Output $M^*$.

The optimal number of preambles $M^*$ with $K = 2$ is smaller than that with $K = 100$. Moreover, as $\lambda$ grows, we can observe from Fig. 8 that $M^*$ increases in a stair-like manner, which indicates that only if the aggregate input rate grows sufficiently large will the system allocate one more preamble. The corresponding maximum access throughput $\lambda_{\text{max}}^{(M)}$, which is a linear function of $M^*$ according to (29), also increases with step size of $e^{-1}$, implying that every single preamble that the system allocates makes its best contribution to the growth of the access throughput.

VII. IMPLEMENTATION TO PRACTICAL 5G SYSTEM DESIGN

The analysis presented in this paper sheds important light on the practical 5G network design for supporting massive random access of mMTC. In the current 5G standard [38], [39], various optional values of the UB window size $W$, the number of preambles $M$ and the preamble retransmission limit $K$ are listed, yet, without specifying how to properly configure them. As Figs. 5-7 demonstrate, the access performance severely degrades if the network configuration is improper. To optimize the access performance, the backoff parameter and the number of preambles need to be adaptively tuned according to the number of MTDs, the aggregate traffic input rate and the preamble retransmission limit. The optimal settings are presented in this paper, and verified by simulation results.

Fig. 9 shows how to implement the optimal configuration in practical 5G networks. Specifically, in a single-cell scenario, all MTDs communicate with one gNB. The gNB easily keeps a record of registered MTDs by analyzing their MAC addresses\(^3\). Each MTD can report its input rate to the gNB through RRC message, such as the RRC request in the random access procedure. Given the number of MTDs and the input rate of each MTD, the gNB can obtain the optimal settings of backoff parameter and the number of preambles based on the analysis above. Finally, the gNB can broadcast the number of preambles via the system information block and the backoff indicator, i.e., the UB backoff window size, via the random access response. When either the number of MTDs or the input rate of each MTD changes, the gNB can recalculate the optimal setting, and broadcast the configuration information again.

We can see that no additional signaling overhead is introduced when implementing the optimal configuration. The main

\(^3\)It can be seen that the number of MTDs $n$ defined in this paper is different from the number of backlogged MTDs considered in existing works [18]-[29].
overhead may come from Algorithm 1. The computational complexity of Algorithm 1 is given by $O(M_{\text{max}})$. Since the maximum number of preambles that the network can allocate for machine-type services $M_{\text{max}}$ is usually 64 [3], Algorithm 1 wouldn’t be computationally expensive and time-consuming. Therefore, the analytical results in this paper are promising to be used in practical networks.

VIII. CONCLUSION

In this paper, the effect of preamble retransmission limit $K$ on the access efficiency of mMTC in cellular networks is evaluated. Towards this end, the state transition process for each access request is characterized, with which the network’s steady-state points are obtained and their monotonicity with regards to the backoff window size and preamble retransmission limit $K$ is identified. The analysis further shows how the maximum access throughput can be achieved, together with the corresponding optimal backoff window size. It reveals that only if the aggregate input rate is sufficiently large can the maximum access throughput guaranteed to be achieved with optimal backoff window size, regardless of the value of the preamble retransmission limit $K$. Moreover, the explicit expression of the mean access delay is derived, which shows that the preamble retransmission limit $K$ determines a crucially tradeoff between the reliability performance and the access delay performance. Besides the access efficiency optimization, we further take the preamble resource utilization ratio into consideration, and propose an algorithm for determining the optimal number of preambles. Finally, we demonstrate how to implement the optimal setting in practical systems.

Note that in this paper, we stipulate that the data queue of each individual MTD can be purged within one time slot. In other words, an infinite data transmission rate is implicitly assumed. However, in practice, when the data transmission resource is insufficient, a long time length is inevitable for the MTD to clear all packets in the data. In this connection, a finite data transmission rate is assumed in [40]. Yet, an infinite preamble retransmission limit $K = +\infty$ is also assumed therein. Accordingly, one interesting direction for the future study is to reveal the effect of the preamble retransmission limit $K$ on access and data transmission performance of mMTC in cellular networks with a finite data transmission rate.

APPENDIX A
PROOF OF COROLLARY 1

Proof: This Appendix investigates the monotonicity of the steady-state points in terms of the UB backoff window size $W$ and the preamble retransmission limit $K$. Let us start by defining

$$f(p) = -\ln p - \frac{\lambda (1-(1-p)^K)}{p + \frac{\lambda (1-(1-p)^K)}{W(W+1)(1-(1-p)^K-1)}}.$$  

(33)

We can see that $f(p) = 0$ and the fixed-point equation in (12) have the same non-zero roots. Let $f'(p)$ denote the derivative of $f(p)$ with regards to $p$. According to (12) and (33), we can have

$$\frac{\partial f}{\partial W} = -f'(p) \frac{\lambda (1-(1-p)^K)}{W(W+1)(1-(1-p)^K-1)}.$$  

(34)

$$\frac{\partial f}{\partial K} = f'(p) \frac{(1-p)^K p}{W+1}.$$  

(35)

The following lemma shows that no matter the network operates at $p_L$ or $p_A$, $f'(p) \leq 0$ always holds.

Lemma 1. For $p = p_L$ or $p_A$, $f'(p) \leq 0$.

Proof: Depending on the number of roots of $f(p) = 0$, we consider the following two scenarios:

- Suppose that $f(p) = 0$ has one single root $p_L$. In this case, we should have $\frac{\partial f}{\partial p} |_{p=p_L} \leq 0$. Otherwise, if $\frac{\partial f}{\partial p} |_{p=p_L} > 0$, then with the fact that $f(p)$ is a continuously differentiable function of $p \in (0, 1)$, there should exist $\delta > 0$ such that for $p \in (p_L - \delta, p_L + \delta)$, $f(p) - f(p_L) > 0$. Equivalently, we have $f(p) > f(p_L)$ for $p \in (p_L - \delta, p_L + \delta)$, and $f(p) < f(p_L) = 0$ for $p \in (p_L - \delta, p_L)$. Since $f(0) > 0$ and $f(1) < 0$, according to the Intermediate Value Theorem, $f(p) = 0$ should have another two roots, i.e., one in $(p_L - \delta, 0)$ and another in $(p_L + \delta, 1)$, which results in a contradiction. 

- Suppose that $f(p) = 0$ has three roots $p_L \leq p_A \leq p_L$, we should have $\frac{\partial f}{\partial p} |_{p=p_A} \leq 0$ and $\frac{\partial f}{\partial p} |_{p=p_L} \leq 0$. Otherwise, if $\frac{\partial f}{\partial p} |_{p=p_A} > 0$, then there should exist $\delta > 0$ such that for $p \in (p_A - \delta, p_A + \delta)$, $f(p) - f(p_A) > 0$. Equivalently, we have $f(p) > f(p_A) = 0$ for $p \in (p_A - \delta, p_A + \delta)$, and $f(p) < f(p_A) = 0$ for $p \in (p_A - \delta, p_A)$. Since $f(0) > 0$, according to the Intermediate Value Theorem, $f(p) = 0$ should have at least one more root in $(0, p_A - \delta)$, besides $p_A, p_L$, which results in a contradiction. 

Therefore, by combining (34) and Lemma 1, we can conclude that $f'(p_L) \leq 0$. By combining (35) and Lemma 1, we can obtain that if $W > W_0$, $\frac{\partial f}{\partial K} > 0$, else, $\frac{\partial f}{\partial K} < 0$, where $W_0$ is given in Corollary 1.

APPENDIX B
PROOF OF THEOREM 1

Proof: According to (7), (12) and (14), the access throughput $\lambda_{out}$ can be rewritten as $\lambda_{out} = -p \ln p$, based on which we can see that $\lambda_{max} = e^{-1}$, achieved when $p^* = e^{-1}$. 


By substituting $p^* = e^{-1}$ into (12), the optimal backoff window size $W^*$ in (15) can then be derived.

In the following, we prove that only when the network operates at the desired steady-state point, $p_L$ can $\lambda_{\text{max}}$ be guaranteed to be achieved with $W = W^*$. Specifically, according to (14), we can see that if both $\rho$ and $p_L$ decreases with $p$, then $\lambda_{\text{out}}$ should grow with $p$. Note that based on (7), we can have the derivative of $\rho$ over $p$

$$\rho' = \frac{-2\lambda(W+1)h(K)}{(1-p)(\lambda(W+1)(1-(1-p)^K)-1+\rho(\lambda(W-1)-2)))^2},$$

where

$$h(K) = (1-p)^K(1-p+Kp)-1+p.$$  

Moreover, the derivative of $h(K)$ over $K$ can be obtained as

$$h'(K) = (1-p)^K((1-p+Kp)ln(1-p)-p)<0$$

for $p \in (0,1)$. Since $h(0) = 0$, we can have $h(K) \leq 0$ for $p \in (0,1)$ and further $\rho' < 0$ for $\lambda_{\text{out}}$ grows with $p$. On the other hand, based on (6), it is straightforward to have $p_L$ decreases as $\rho$ increases. Therefore, we can conclude that both $\rho$ and $p_L$ decreases with $p$, and then the access throughput $\lambda_{\text{out}}$ grows with $p$ according to (14). Thus, when the network has two steady-state points, $p_L$ and $p_A$, if the maximum access throughput $\lambda_{\text{max}}$ is achieved at $p_A = e^{-1}$, then as $p_L > p_A$, the access throughput $\lambda_{\text{out}}$ on $p_L$ should be larger than $\lambda_{\text{max}}$, which results in a contradiction. Accordingly, $\lambda_{\text{max}}$ is guaranteed to be achieved with $W = W^*$ only if the network operates at $p_L$.

**APPENDIX C**

**Proof of Corollary 2**

Proof: Let us focus on $f(p)$ in (33), since $f(p) = 0$ and the fixed-point equation in (12) have the same non-zero roots. We can rewrite (33) as $f(p) = -\ln p - Q(p)$, where

$$Q(p) = \frac{\lambda(1-(1-p)^K)}{p + n\lambda} + \frac{\lambda(W+1)(1-(1-p)^K)}{2n\lambda}.$$  

In the following, it will be demonstrated that $\lambda > 1$ and $W = W^*$, then $Q(p)$ increases with $p$ for $p \in (0,1)$. As $-\ln p$ decreases as $p$ increases for $p \in (0,1)$, accordingly, we can have that $f(p) = 0$, i.e., the fixed-point equation of (12), has a single root $p_L$ for $p \in (0,1)$, implying the network always operates on $p_L$ and the maximum access throughput $\lambda_{\text{max}}$ can be certainly achieved, based on Theorem 1.

Specifically, the derivative of $Q(p)$ in regards to $p$ can be derived as

$$Q'(p) = \frac{2n\lambda h(K)}{(1-p)((p(W-1)+(1-p)^K-1)(W+1)\lambda-2np)^2},$$

where $h(K)$ is given in (37), and $h(K) \leq 0$ for $p \in (0,1)$, as shown in Appendix B, and $Q(p) = 2n + \lambda - W\lambda$. Therefore, we can conclude that if $Q(p) < 0$ for $p \in (0,1)$, then $Q'(p) > 0$ for $p \in (0,1)$, implying that $Q(p)$ is a monotonic increasing function of $p$ for $p \in (0,1)$.

By substituting $W^*$ in (15) into (14), it can be obtained

$$Q(p|W = W^*) = \frac{\lambda(W+1)}{1-\lambda(W-1)-\lambda},$$

where $Q(p|W = W^*) < 0$ if and only if $\lambda > \frac{n+1}{n-1}$ with a large $n$.
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