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Abstract— This is a sequel of our previous work [20] on access
throughput optimization of Machine-to-Machine (M2M) commu-
nications in Long Term Evolution (LTE) networks. By incor-
porating a finite data transmission rate, this paper aims to
characterize the effect of data transmission on the optimal access
performance of Machine-Type Devices (MTDs). Specifically, both
the maximum access throughput and the corresponding optimal
Access Class Barring (ACB) factor are obtained as explicit
functions of the data transmission rate, which show that even
with the ACB factor optimally tuned, the access throughput may
deteriorate as the number of MTDs increases, and even drop to
zero if the data transmission rate is too small. To boost the data
transmission rate, more resources should be allocated to data
transmission, which, however, leads to fewer chances for access.
In light of the tradeoff between the data transmission rate and
the access frequency, the time slot length is further optimized
for maximizing the normalized maximum access throughput.
Simulation results corroborate that by properly choosing the time
slot length, substantial gains can be achieved over the default
setting in various scenarios.

Index Terms— Machine-to-Machine (M2M) communications,
LTE, throughput, optimization, random access, data
transmission.

I. INTRODUCTION

MACHINE-to-Machine (M2M) communications is a
new service type identified by the Third-Generation

Partnership Project (3GPP) for the Long Term Evolu-
tion (LTE) networks. It usually involves many Machine-Type
Devices (MTDs) that can actuate, exchange and process data
without human intervention, which has found wide applica-
tions in various domains such as smart city, Industry 4.0 and
e-health [1]. With the explosive growth of the number of
MTDs [2], however, the deluge of access requests generated by
MTDs may easily lead to severe congestion with intolerably
low chances of success. Therefore, how to efficiently facilitate
the access of a massive number of MTDs has become a
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significant challenge for supporting M2M communications
over LTE networks [3].

The random access process of LTE networks is based on
Aloha [4]. Yet, different from the classical Aloha where each
packet has to contend for channel access, in LTE networks,
a connection-based random access process is adopted. That
is, each device with packets to transmit first sends an access
request to the Base Station (BS) to establish a connection,
and then the BS would assign resource blocks for the device
to clear its data queue [5]. Another distinguished feature of the
LTE random access is that the access requests can only be sent
on the Physical Random Access CHannel (PRACH) subframes
that appear periodically [6]. The period of PRACH subframes
is a key system parameter that determines how the resources
are allocated between access and data transmission [7].

Extensive studies have focused on modeling and evaluating
the access performance of MTDs in LTE networks, and
demonstrated that the access efficiency crucially depends on
two access parameters, that is, the Access Class Barring (ACB)
factor and the Uniform Backoff (UB) window size [8]–[13].
Accordingly, various algorithms have been developed to adap-
tively tune the access parameters based on the estimation of
the time-varying number of access requests [14]–[19]. To max-
imize the access efficiency of M2M communications in LTE
networks, a new analytical framework was recently proposed
in our work [20]. Specifically, to capture the essence of the
connection-based random access, a novel double-queue model
was established, which can both incorporate the queueing
behavior of each MTD and be scalable in the massive access
scenario. The access efficiency is evaluated by the access
throughput, i.e., the average number of successful access
requests per PRACH subframe, which is optimized by properly
tuning the access parameters including the ACB factor and the
UB window size. Explicit expressions of the maximum access
throughput and the corresponding optimal access parameters
were obtained, which show that the maximum access through-
put can be achieved by either tuning the ACB factor or the
UB window size based on statistical information such as the
traffic input rate of each MTD.

Note that a key assumption in the above studies is that for
each MTD, once its access request is successful, it can always
clear its data queue within one time slot, i.e., one period of
PRACH subframes. Though a good approximation for light-
traffic scenarios that are common for M2M communications,
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this assumption may not hold true when the traffic load
becomes heavy or the resource for data transmission is insuf-
ficient. In that case, it may take more than one time slot for
MTDs to clear their data queues. Intuitively, with prolonged
data transmission time, the access efficiency would decrease
because newly generated access requests may not be accom-
modated until the ongoing data transmission completes. It may
even drop to zero when the data transmission rate is too small
to clear the data queues. To improve the access efficiency,
more resources may be allocated to data transmissions to
boost the data transmission rate, with which, however, the time
slot length, i.e., the period of PRACH subframes, would be
enlarged, indicating that the MTDs can access the channel
less frequently. Apparently, the time slot length determines
a crucial tradeoff between the data transmission rate and the
access frequency, which should be properly set to optimize the
access performance.

In this paper, the analytical framework proposed in [20]
is extended to analyze the effect of the data transmission
rate β, which is defined as the total number of data packets
that can be transmitted per time slot, on the optimal access
performance of MTDs in LTE networks. Specifically, based
on the double-queue model, a discrete-time Markov renewal
process is established to characterize the behavior of each
access request, where a data transmission state is introduced to
describe the case of a data transmission lasting for more than
one time slot. To evaluate the access efficiency, the access
throughput is characterized and maximized by optimally tun-
ing the ACB factor. Both the maximum access throughput and
the optimal ACB factor are obtained as explicit functions of
the data transmission rate β, the number of preambles M , the
number of MTDs n and the traffic input rate of each MTD
λ. The analysis shows that the maximum access throughput is
a monotonic increasing function of the data transmission rate
β, which becomes zero when β is smaller than the aggregate
traffic input rate. In that case, the data throughput, which is
defined as the average number of transmitted data packets
per time slot, reaches the maximum value, but the network
becomes unstable as the data queues can never be cleared.

For improving the data transmission rate, a larger time
slot length should be chosen, which, nevertheless, reduces the
access frequency of MTDs. The analysis further demonstrates
that to optimize the access performance, the time slot length
should be carefully selected based on the number of MTDs,
the traffic input rate and data transmission rate per subframe.
The optimal time slot length for maximizing the normalized
access throughput, i.e., the average number of successful
access requests per millisecond, is characterized, and shown
to lead to significant gains over the default setting in various
scenarios.

It is worth mentioning that for data transmission perfor-
mance of M2M communications, a lot of efforts have been
made to maximize the sum rate [21]–[23] or the energy
efficiency [24]–[26] by optimally allocating resource blocks
to MTDs based on constraints such as the maximum transmit
power of each MTD [22]–[24], or queueing delay bound
of data packets [24]. By assuming that connections between
the BS and MTDs have already been established, the access

Fig. 1. Frame structure of the LTE system in the Frequency Division
Duplex (FDD) mode.

process is usually ignored in those studies. Moreover, this
paper should also be distinguished from [27]–[32], where
the focus is on proposing new access and data transmis-
sion schemes for M2M communications, rather than opti-
mizing the performance of the current LTE random access
process.

The remainder of this paper is organized as follows.
Section II presents the system model. The network steady-state
points and throughput performance with one single preamble
are characterized in Section III and Section IV, respectively,
and extended to the multi-preamble scenario in Section V.
The characterization of optimal time slot length is presented
in Section VI. Finally, concluding remarks are summarized in
Section VII.

II. SYSTEM MODEL

Consider a single-cell LTE system with n MTDs attempting
to access the BS for uplink data transmission. In the random
access procedure, each MTD randomly selects one out of
M orthogonal preambles and transmits to the BS via the
PRACH [5]. The PRACH consists of a series of subframes that
appear periodically, as shown in Fig. 1. We define a time slot
as the interval between two consecutive PRACH subframes.1

Accordingly, each MTD can transmit one access request in
each time slot. If more than one MTD transmits the same
preamble for a given time slot, then a collision occurs and all
of them fail. The access request transmission is successful if
and only if there is one single MTD transmitting for a given
preamble at each time slot.

A. Double-Queue Model of Each MTD

As we mentioned in [20], different from the conventional
packet-based random access where each single data packet
has to contend for channel access, the random access process
of LTE systems is connection-based, that is, once an MTD’s
request is successfully received, the BS will allocate resource
blocks for the device to clear its data queue. To characterize
each MTD’s behavior in the connection-based random access,
a double-queue model was proposed in [20]. As Fig. 2 illus-
trates, each MTD has one data queue and one request queue.
Only the request queue is involved in the contention, and
each access request stays in the queue until it is successfully
transmitted. It can be seen from Fig. 2 that for MTDs,
the probability of successful access is crucially determined
by the state transition process of each access request, which
will be characterized in Section III-A.

1The time slot defined in this paper should be distinguished from the slot
defined in the standard [6]. The length of a slot in the LTE standard has a
fixed value of 0.5 millisecond and two slots constitute one subframe.
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Fig. 2. Double-queue model of each MTD.

Assume that the data buffer has an infinite size and the
arrivals of data packets follow a Bernoulli process with para-
meter λ ∈ (0, 1). Each newly arrival data packet generates an
access request, but only one request can be kept since each
MTD can have at most one ongoing access request regardless
of how many data packets are in its buffer [5]. Each MTD’s
request queue can then be modeled as a Geo/G/1/1 queue.

B. Data Transmission Rate β

It was assumed in [20] that the BS can always allocate suffi-
cient resources for the MTDs with successful access requests
to clear their data queues within one time slot. In practice,
however, the number of data packets that can be transmitted
per time slot is determined by the time-frequency resources
allocated, which may not always be sufficiently large. To fur-
ther take the resource constraint into consideration,2 in this
paper, a finite data transmission rate β ≥ 1 is assumed,
that is, in each time slot, a total of β data packets can be
transmitted. When β is small, it may take multiple time slots
for those MTDs with successful access requests to clear their
data queues. Apparently, the scenario in [20] can be regarded
as a special case of β = +∞, with which each data queue
can always be cleared within one time slot.

C. Access Throughput and Data Throughput

Note that with an unlimited data transmission rate, the aver-
age number of transmitted data packets per time slot, which
is referred to as the data throughput, is always equal to the
aggregate traffic input rate. Therefore, the focus of [20] was
on the optimization of access throughput, which evaluates the
access efficiency and is defined as the average number of
successful access requests per time slot. As we will demon-
strate in this paper, when the data transmission rate is finite,
the maximization of data throughput is achieved at the cost
of sacrificing the access throughput. Both the data throughput
and the access throughput will be analyzed and optimized in
this paper.

As MTDs contend with each other only when they choose
the same preamble, in the following, we start from the single-
preamble scenario, where all MTDs share one preamble,

2It is worth mentioning that the LTE standard does not specify how the
BS should allocate resources to MTDs [33]. In practice, the BS may adopt
different kinds of resource scheduling algorithms. Despite the differences in
the resource scheduling algorithms, their effect on the access performance of
MTDs can be well captured by the total number of transmitted data packets
in each time slot, i.e., data transmission rate β.

Fig. 3. Embedded Markov chain {Xj} of the state transition process of
each individual access request.

i.e., M = 1. The analysis will be extended to the multi-
preamble scenario in Section V.

III. STEADY-STATE POINT ANALYSIS

Based on the double-queue model, each MTD has one
request queue and one data queue, and only the request queue
is involved in the contention. In this section, we will first focus
on the state transition process of each access request, i.e., the
behavior of the head-of-line packet of the request queue, and
then characterize the network steady-state points based on it.

A. State Characterization of Access Request

According to the current LTE standard [5], [34], each MTD
needs to perform the ACB check before transmitting its access
request. That is, the MTD generates a random number between
0 and 1, and compares it with the ACB factor q ∈ (0, 1]. If the
number is less than q, then the MTD proceeds to transmit
the access request. Otherwise, it is barred temporarily. Once
the MTD passes the ACB check but involves in a collision,
it randomly selects a value from {0, . . . , W − 1}, where W
is the UB window size in unit of time slots, and counts down
until it reaches zero. As it has been demonstrated in [20] that
the maximum access throughput can be achieved by either
tuning the ACB factor q or the UB window size W , in this
paper, we let W = 1 and only consider the tuning of ACB
factor q.3

To model the behavior of each individual access
request, a discrete-time Markov renewal process
(X, V) = {(Xj, Vj), j = 0, 1, . . .} is established, where
Xj denotes the state of a tagged access request at the j-th
transition and Vj denotes the epoch at which the j-th transition
occurs. Fig. 3 shows the embedded Markov chain X = {Xj},
which has three states: 1) successful transmission (State T),
2) waiting to request (State 0) and 3) data transmission
(State H). Different from Fig. 3 in [20], here a new state,
i.e., State H, is introduced to denote the data transmission
state, because each data transmission may last for more than
one time slot for small data transmission rate β.

Note that an MTD can successfully transmit its access
request only when no other MTD is in the data transmission
state. Let αt denote the probability that no access request
is in State H at time slot t, and pt denote the probability

3More specifically, it was shown in [20] that for achieving the maximum
access throughput, the optimal backoff parameters including the ACB factor
q and the UB window size W should satisfy an equality constraint. By fixing
one and optimally tuning the other backoff parameter, the maximum access
throughput can always be achieved.
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of successful transmission of access requests given that no
access request is in State H at time slot t, t = 1, 2, . . ..
As shown in Fig. 3, a fresh access request is initially in
State T. It remains in State T if it passes the ACB check
and is successfully transmitted4 given that no access request
is in State H. Otherwise, it moves to State 0. It leaves State
0 for State H if it passes the ACB check and is successfully
transmitted given that no other access request is in State H.
It eventually shifts from State H to State T when the data
transmission finishes.

The steady-state probability distribution of the embedded
Markov chain in Fig. 3 can be derived as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
πT =

(
1 − pαq +

1
pαq

)−1

,

πH = (1 − pαq)πT ,

π0 =
1 − pαq

pαq
πT ,

(1)

where α = lim
t→∞αt is the steady-state probability that no

access request is in State H, and p = lim
t→∞ pt is the steady-

state probability of successful transmission of access requests
given that no access request is in State H.

The interval between successive transitions, i.e., Vj+1 −Vj ,
is called the holding time in State Xj , which solely depends
on State Xj , j = 1, 2, . . .. Let τi denote the mean holding time
in State i, where i ∈ {0, T, H}. The holding time in State T
and that in State 0 are both one time slot, i.e.,

τ0 = τT = 1. (2)

The mean holding time of State H τH is determined by the
data transmission rate β and the input rate λ of each MTD’s
data queue. Appendix A shows that τH can be obtained as

τH ≈ λ
βpαq , (3)

where the approximation is introduced mainly by dropping the
rounding down operation for analytical tractability.

Finally, the limiting state probability of the Markov renewal
process (X, V) is given by

π̃i = πiτi�
j∈S

πjτj
, (4)

i ∈ S, where S is the state space of X. Specifically, the prob-
ability of the access request being in State T can be obtained
by combining (1)–(4) as

π̃T = pαq

1+
λ
β (1−pαq)

. (5)

Note that π̃T is also the service rate of each MTD’s request
queue as each request queue has a successful output if and only
if the access request is in State T. Based on the Geo/G/1/1
model of each request queue, the probability that each request
queue is nonempty is given by

ρ = λ
λ+π̃T

. (6)

4Note that a fresh access request would not enter State H if its transmission
is successful because the data queue has only one data packet (i.e., the data
queue was cleared when the previous access request was successfully trans-
mitted), which can be cleared within one time slot.

B. Steady-State Points

The analysis in Section III-A indicates that the steady-
state performance of the network is crucially determined
by p, the limiting probability of successful transmission of
access requests given that no access request is in State H.
In this subsection, the network steady-state points will be
characterized based on the fixed-point equation of p.

Specifically, for a given access request, its transmission is
successful if and only if all the other n−1 devices have empty
request queues or have non-empty request queues but without
requesting any transmission, given that no access request is in
State H. Accordingly, we have

p =
(
Pr{request queue is empty|no access request is in

State H} + Pr{request queue is non-empty but not

transmitting|no access request is in State H})n−1

=
(

1−ρ
1−ρπ̃H

+ ρ(π̃T +π̃0)(1−q)
1−ρπ̃H

)n−1

. (7)

By combining (1)–(4), (6) and applying n − 1 ≈ n,
(1− x)n ≈ exp{−nx} for 0 < x < 1 if n is large, (7) can be
approximated by

p
with a large n≈ exp

(
− nq

1+
pαq
λ

)
. (8)

Appendix B shows that the steady-state probability that no
access request is in State H, α, is given by

α = 1 + λ ln p
βq . (9)

By substituting (9) into (8), the fixed-point equation of p can
be obtained as

p = exp

⎛
⎜⎝− λ̂q

λ̂
n+pq

�
1+

λ̂ ln p
nqβ

�
⎞
⎟⎠ , (10)

where λ̂ = nλ denotes the aggregate input rate. It can be

seen that with β = +∞, (10) reduces to p = exp

(
− λ̂q

λ̂
n+pq

)
,

which is consistent with Eq. (6) in [20] with the UB window
size W = 1. Theorem 1 shows that (10) has either one or
three non-zero roots.

Theorem 1: The fixed-point equation (10) of p ∈ (0, 1] has
either three non-zero roots 0 < pA ≤ pS ≤ pL ≤ 1 or one
non-zero root 0 < pL ≤ 1.

Proof: See Appendix C.
Note that not all the roots of (10) are steady-state points.

We follow the approximate trajectory analysis proposed
in [35], and find that:

1) If (10) has only one non-zero root pL, then pL is a
steady-state point;

2) If (10) has three non-zero roots pA ≤ pS ≤ pL, then
only pL and pA are steady-state points. We refer to pL

as the desired steady-state point and pA as the undesired
steady-state point.

It could be shown from (10) that the steady-state points pL

and pA are both monotonic decreasing functions of traffic
input rate of each MTD λ, the number of MTDs n, and the
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Fig. 4. Limiting probability that no access request is in State H, α, and mean holding time in state H, τH , versus the aggregate input rate λ̂. n = 100.
M = 1. q ∈ {0.01, 0.1}. β = 1. (a) α versus λ̂. (b) τH versus λ̂.

Fig. 5. Limiting probability of successful transmission of access requests given that no access request is in State H, p, versus the aggregate input rate λ̂ and
the ACB factor q. β ∈ {1, 10}. n = 100. M = 1. (a) q = 0.05. (b) λ̂ = 0.4.

ACB factor q, and monotonic increasing functions of the data
transmission rate β.

C. Stability

By combining (9) and (10), we can see that the limiting
probability that no access request is in State H, α, is also
a monotonic decreasing function of the input rate of each
MTD λ. As λ increases, α would eventually drop to zero, with
which the mean holding time in State H, τH , becomes infinite
according to (3), and the Markov chain in Fig. 3 becomes non-
recurrent. In this case, one MTD would occupy the channel for
data transmission for an unlimited amount of time. Meanwhile,
as other MTDs’ access requests cannot succeed, the queue
length of their data queues would become infinite, indicating
that the network has become unstable.

In this paper, we define that the network is stable if and
only if the Markov chain in Fig. 3 is recurrent. It can be
seen from (9) and (10) that α = 0 when the aggregate input
rate λ̂ is equal to the data transmission rate β. As Fig. 4
illustrates, when the aggregate input rate λ̂ grows, the limiting
probability that no access request is in State H, α, decreases
and the mean holding time in State H τH increases. α drops
to zero when λ̂ ≥ β, with which τH = +∞, and the network

becomes unstable.5 Intuitively, when the data transmission rate
β is smaller than the aggregate input rate λ̂, the data queues
can never be cleared.

D. Simulation Results

The above analysis is verified by the simulation results
presented in Fig. 5. In this paper, event-driven simulations
are conducted and each simulation is carried out for 107 time
slots. The simulation setting is the same as the system model
described in Section II, and we omit the details here due
to limited space. In simulations, we count the total number
of transmitted access requests from all MTDs and the total
number of successful access requests when no MTD is in the
data transmission state. The limiting probability of successful
transmission of access requests given that no access request is
in State H, p, is then obtained by calculating the ratio of the
number of successful access requests to the total number of
transmitted access requests.

Specifically, the analysis has shown that the network can
have either one steady-state point pL or two steady-state
points, i.e., the desired steady-state point pL and the undesired

5Note that in [20], the network is always stable because the data transmission
rate β = +∞.
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Fig. 6. Maximum access throughput λ̂a
max and optimal ACB factor q∗ versus the transmission rate β. λ̂ ∈ {1, 5}. n ∈ {100, 1000}. M = 1. (a) λ̂a

max
versus β. (b) q∗ versus β.

steady-state point pA, which are non-zero roots of the fixed-
point equation (10) of p. Fig. 5 presents how the steady-
state points pL and pA vary with the aggregate input rate
λ̂ and the ACB factor q when the data transmission rate
β is 1 or 10. It can be seen that when λ̂ or q is small,
the network has only one steady-state point pL and operates
at pL. As λ̂ or q increases, the network will have two steady-
state points, i.e., the desired steady-state point pL and the
undesired steady-state point pA. It may first operate at the
desired steady-state point pL and then drop to the undesired
steady-state point pA. Both steady-state points decrease as the
ACB factor q increases, and are slightly improved when the
data transmission rate β increases. Simulation results presented
in Fig. 5 well agree with the analysis.

IV. ACCESS THROUGHPUT AND DATA THROUGHPUT

Based on the steady-state point analysis, in this section,
we will focus on the throughput performance. In particular,
we will derive the access throughput λ̂a

out and the data
throughput λ̂d

out, and study how to optimally choose the
system parameters to maximize λ̂a

out and λ̂d
out, respectively.

A. Access Throughput

In this paper, the access throughput λ̂a
out is defined as the

average number of successful access requests per time slot.
Based on the Geo/G/1/1 model of each access request queue,
the access throughput λ̂a

out can be obtained as

λ̂a
out = λ̂(1 − ρ), (11)

where ρ denotes the probability that each request queue is
nonempty. By combining (1)–(4), (6), (9) and (11), we have

λ̂a
out = npαq

1+
λ(1−pαq)

β +
pαq
λ

=
np

�
q+

λ̂ ln p
nβ

�

1+
λ̂

nβ

�
1−pq− λ̂p ln p

nβ

�
+

npq

λ̂
+

p ln p
β

. (12)

Note that when the data transmission rate β = +∞, (12)
reduces to lim

β→+∞
λ̂a

out = nλ̂qp

λ̂+npq
, which is consistent with

Eq. (4) in [20] with the UB window size W = 1. Moreover,
when the aggregate input rate λ̂ ≥ β, the network will
be unstable, in which case λ̂a

out = 0 because the limiting
probability that no access request is in State H, α, is 0.
Typically, the number of MTDs n, the aggregate input rate λ̂
and the data transmission rate β are system input parameters.
Therefore, we are interested in how to optimally tune the ACB
factor q to maximize λ̂a

out for given n, λ̂ and β.
Define the maximum access throughput as

λ̂a
max = max

q
λ̂a

out. The following theorem presents the

maximum access throughput λ̂a
max and the optimal ACB

factor q∗.
Theorem 2: The maximum access throughput is given by

λ̂a
max = nβ(β−λ̂)

β(enβ−n−1)+
λ̂β(ne−1)

n +
λ̂2

n

, (13)

which is achieved if and only if the network operates at the
desired steady-state point pL, and

q∗ = λ̂(β−e−1)

nβ(λ̂−e−1)
. (14)

Proof: See Appendix D.
Fig. 6 illustrates how the maximum access throughput λ̂a

max

and the optimal ACB factor q∗ vary with the data transmission
rate β, the number of MTDs n and the aggregate input rate λ̂.
Specifically, Fig. 6a shows that λ̂a

max is a monotonic increasing
function of the data transmission rate β. With β = +∞,
(13) reduces to lim

β→+∞
λ̂a

max = e−1, which is consistent with

Theorem 2 in [20]. Moreover, λ̂a
max decreases as the aggregate

arrival rate λ̂ increases, and becomes zero when λ̂ = β,
in which case the network becomes unstable. As for the
optimal ACB factor q∗, it can be seen from Fig. 6b that as
the data transmission rate β grows, q∗ increases and quickly
converges to lim

β→+∞
q∗ = λ̂

n(λ̂−e−1)
, which is consistent with

Eq. (10) in [20]. q∗ decreases as the aggregate input rate λ̂ or
the number of MTDs n increases.

We can also see from Theorem 2 that when
nβ(λ̂−e−1)

λ̂(β−e−1)
< 1, the maximum access throughput λ̂a

max

cannot be achieved because (14) does not hold for any ACB
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Fig. 7. Access throughput λ̂a
out versus the ACB factor q. λ̂ ∈ {0.2, 0.38, 1}. n = 100. M = 1. (a) β = 1. (b) β = 10.

factor q ∈ (0, 1]. Similar to [20], we define the following
regions of (n, λ̂):

• Unachievable Region: SN =
{
(n, λ̂)|nβ(λ̂−e−1)

λ̂(β−e−1)
< 1
}

,

in which λ̂a
max cannot be achieved, because (14) does

not hold for any q ∈ (0, 1].
• Uncertain Region: SU=

{
(n,λ̂)|nβ(λ̂−e−1)

λ̂(β−e−1)
≥1, λ̂<4e−2

}
,

in which the network may operate at the desired steady-
state point pL or the undesired steady-state point pA.
λ̂a

max is achieved only if the network operates at pL.
• Achievable Region:

SA =
{
(n, λ̂)|nβ(λ̂−e−1)

λ̂(β−e−1)
≥ 1, 4e−2 ≤ λ̂ < β

}
with a large n≈

{
(n, λ̂)|4e−2 ≤ λ̂ < β

}
,

in which the network is guaranteed to operate at the
desired steady-state point pL, and λ̂a

max can be achieved
when the ACB factor q is tuned according to (14).

• Unstable Region: SS =
{
(n, λ̂)|λ̂ ≥ β

}
, in which the

network is unstable and the access throughput λ̂a
out = 0.

Note that when the data transmission rate β = +∞,
the unstable region SS vanishes, and the remaining three
regions reduce to the counterparts defined in [20].

B. Data Throughput

Let us now consider the data throughput λ̂d
out, which is

defined as the average number of transmitted data packets per
time slot. When the network is stable, i.e., λ̂ < β, the data
throughput is equal to the aggregate input rate λ̂, i.e.,

λ̂d
out|λ̂<β = λ̂. (15)

On the other hand, when the network is unstable, i.e., λ̂ ≥ β,
it has been shown in Section III-C that in this case, one MTD
would capture the channel and transmit its data packets with
rate β, while other MTDs cannot access. As a result, the data
throughput is given by

λ̂d
out|λ̂≥β = β. (16)

We can see from (15) and (16) that when λ̂ < β, the data
throughput λ̂d

out|λ̂<β grows as the aggregate input rate λ̂

increases, and approaches β as λ̂ → β; When λ̂ ≥ β,
the network achieves its maximum data throughput

λ̂d
max = β. (17)

It can be seen from (12) and (17) that when the maximum
data throughput λ̂d

max is achieved, the network is unstable and
the access throughput λ̂a

out = 0. On the other hand, to achieve
the maximum access throughput λ̂a

max, the network should
operate at the achievable region SA, where the data throughput
λ̂d

out = λ̂ < λ̂d
max = β. We can conclude that the maximum

access throughput λ̂a
max and the maximum data throughput

λ̂d
max cannot be achieved simultaneously.

C. Simulation Results

The above analysis is verified by the simulation results
presented in Figs. 7–8. In simulations, we count the total
number of successful access requests and the number of
transmitted data packets in each simulation run, i.e., 107 time
slots. The access throughput and data throughput are then
obtained by calculating the ratios of the number of successful
access requests and the number of transmitted data packets to
the number of time slots 107, respectively.

Specifically, the expression of access throughput λ̂a
out has

been given in (12), which is determined by the number of
MTDs n, the aggregate input rate λ̂, the data transmission
rate β and the ACB factor q. Fig. 7 illustrates how the
access throughput λ̂a

out varies with the ACB factor q with
the data transmission rate β = 1 or 10 and the number of
MTDs n = 100. As Fig. 7 shows, when the aggregate input
rate λ̂ = 0.2 ∈ (0, 0.37), we have (n, λ̂) ∈ SN , in which
the maximum access throughput λ̂a

max cannot be achieved
regardless of what value of q is chosen. On the other hand,
with λ̂ = 0.38 ∈ [0.37, 0.54), we have (n, λ̂) ∈ SU , in which
λ̂a

max again cannot be achieved, because the network shifts
to the undesired steady-state point pA as the ACB factor q
increases. With λ̂ = 1, if the data transmission rate β = 1,
as shown in Fig. 7a, then we have (n, λ̂) ∈ SS , in which
the network is unstable and the access throughput λ̂a

out = 0.
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Fig. 8. Data throughput λ̂d
out versus the aggregate input rate λ̂. n = 100.

M = 1. q = 0.001. β ∈ {1, 10}.

If β = 10, then (n, λ̂) ∈ SA, where the maximum access
throughput λ̂a

max can be achieved when the ACB factor q
is tuned according to (14), i.e., q = q∗ = 0.015, as shown
in Fig. 7b. Note that a slight deviation between the analysis
and simulation results is observed in this case because of the
approximation introduced in (3).

As for the data throughput λ̂d
out, the analysis has shown

that λ̂d
out = λ̂ for λ̂ < β and λ̂d

out = β for λ̂ ≥ β. Simulation
results presented in Fig. 8 verify that λ̂d

out linearly increases
with the aggregate input rate λ̂ when λ̂ is below the data
transmission rate β, and reaches the maximum data throughput
λ̂d

max when λ̂ ≥ β. In this case, however, (n, λ̂) ∈ SS and the
access throughput λ̂a

out = 0, as shown in Fig. 7, indicating
that the maximization of data throughput is achieved at the
cost of sacrificing the access throughput.

V. EXTENSION TO MULTI-PREAMBLE M > 1

Sections III and IV are based on the assumption that the
number of preambles M = 1. In this section, we extend
the above analysis to the multi-preamble scenario M > 1 by
applying the multi-group model proposed in [20]. Specifically,
by virtue of orthogonality among preambles, MTDs that use
different preambles do not affect each other’s chance of
successful access. Therefore, we can divide them into M
groups according to the preamble that each MTD chooses.
The group parameters can be defined as follows:

• n(i) denotes the number of MTDs in Group i,
i = 1, 2, . . . , M , and

∑M
i=1 n(i) = n.

• λ̂(i) denotes the aggregate input rate of MTDs in Group
i and λ̂(i) = n(i)λ.

• β(i) denotes the transmission rate in Group i.

By replacing n, λ̂, β in (10), (12) and (15)–(16) with
n(i), λ̂(i), β(i), the steady-state points of Group i, i.e., p

(i)
L and

p
(i)
A , the group access throughput λ̂

(i),a
out , and the group data

throughput λ̂
(i),d
out can be obtained, respectively.

As each MTD independently and randomly selects a pream-
ble in each access attempt [5], when the total number of MTDs
n is large, n(i) can be approximated by n(i) ≈ n

M . Moreover,
for fairness, we assume that all the groups have the same data
transmission rate, that is, β(i) = β

M . Similar to (15)–(16),

the data throughput is still given by

λ̂M,d
out =

{
λ̂ if λ̂ < β,

β otherwise,
(18)

with the maximum data throughput λ̂M,d
max = β when λ̂ ≥ β.

On the other hand, the access throughput can be obtained by
replacing n, λ̂ and β with n(i) ≈ n

M , λ̂(i) ≈ nλ
M and β(i) = β

M
in (12), respectively, as

λ̂M,a
out

= n
M

M∑
i=1

p(i)

�
q+

λM ln p(i)

β

�

1+
λM
β

�
1−p(i)q−λMp(i) ln p(i)

β

�
+

p(i)q
λ +

Mp(i) ln p(i)

β

,

(19)

which is maximized at

λ̂M,a
max = nβ(β−nλ)

β

�
enβ
M −n−M

�
+λβne−Mλ(β−nλ)

, (20)

with the optimal ACB factor

q∗,M = λM(β−Me−1)
β(nλ−Me−1) . (21)

When the data transmission rate β = +∞, we can obtain
from (20)–(21) that lim

β→+∞
λ̂M,a

max = Me−1 and lim
β→+∞

q∗,M =
λ

nλ
M −e−1

, which are consistent with Eq. (12) and Eq. (15)

of [20], respectively. We can also see from (20) that for
large number of MTDs n, λ̂M,a

max ≈ M(β−nλ)
eβ−1 , indicating the

maximum access throughput λ̂M,a
max decreases as n increases,

and drops to zero when β = nλ, in which case the network
becomes unstable. If the data transmission rate β is large,
i.e., β � nλ, then λ̂M,a

max will approach Me−1 and become
insensitive to the number of MTDs n.

As we can see from Fig. 9, both the maximum access
throughput λ̂M,a

max and the corresponding optimal ACB factor
q∗,M are monotonic increasing functions of the data trans-
mission rate β and the number of preambles M . Intuitively,
with more orthogonal preambles, more MTDs can success-
fully access the network, and thus the maximum access
throughput λ̂M,a

max is increased. The increasing rate, however,
depends on the data transmission rate β. When β is small,
a superlinear increase of λ̂M,a

max with M can be observed. As
β increases, the maximum access throughput λ̂M,a

max tends to
linearly increase with M .

Simulation results are presented in Fig. 10 to validate the
above analysis. In simulations, each MTD independently and
randomly selects one out of M preambles in each access
attempt. If the selected preamble is used by another MTD in
the data transmission state, then the MTDs will perform the
random preamble selection again in the next time slot.6 An
MTD with a successful access request clears its data queue
with the data transmission rate β

M , and at most M MTDs can
be accommodated for concurrent data transmissions.

6In practice, the BS knows which MTDs are in the data transmission state,
and what preambles are used. If an MTD chooses a preamble that is used
by another MTD in the data transmission state, then the BS would consider
the request failed and not acknowledge it. The MTD then performs random
preamble selection again.
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Fig. 9. Maximum access throughput λ̂M,a
max and optimal ACB factor q∗,M versus the number of preambles M . n = 1000. λ = 0.005. β ∈ {10, 20, 100}.

(a) λ̂M,a
max versus M . (b) q∗,M versus M .

Fig. 10. (a) Access throughput λ̂M,a
out and data throughput λ̂M,d

out versus the ACB factor q. n = 1000. λ = 0.006. β = 10. M ∈ {5, 10}. (b) Access
throughput λ̂M,a

out versus the number of MTDs n. q = 0.05 or q∗,M . λ = 0.006. β ∈ {10, 20, 50, 200}. M = 10.

Specifically, Fig. 10a illustrates how the access throughput
λ̂M,a

out and the data throughput λ̂M,d
out vary with the

ACB factor q when multiple preambles are adopted, i.e.,
M = 5 or 10. It can be clearly seen that the access throughput
is quite sensitive to the value of ACB factor q. To achieve
the maximum access throughput λ̂M,a

max, q should be carefully
tuned based on the number of preambles M , the number of
MTDs n and the input rate of each MTD λ according to (21),
i.e., q = q∗,M . Moreover, in contrast to the case of infinite
data transmission rate β = +∞ where λ̂M,a

max increases linearly
with the number of preambles M , with β = 10, λ̂M,a

max is nearly
tripled when M is doubled, indicating that the improvement
in the maximum access throughput brought by increasing the
number of preambles M is more significant when the data
transmission rate is small. The data throughput λ̂M,d

out , on the
other hand, is independent of the ACB factor q, and equal to
the aggregate input rate λ̂ as long as λ̂ < β.

Fig. 10b further illustrates how the access throughput
λ̂M,a

out varies with the number of MTDs n under various
values of the data transmission rate β. It can be seen that
even with the ACB factor optimally tuned, i.e., q = q∗,M ,
the access throughput performance may still deteriorate when
the network size n increases if the data transmission rate β

is small. The maximum access throughput becomes insensitive
to the number of MTDs n only when β is sufficiently large,
i.e., β � nλ. On the other hand, if the ACB factor q is fixed,
e.g., q = 0.05, then the access throughput λ̂M,a

out quickly drops
as the number of MTDs n increases no matter how large the
data transmission rate β is. Compared to the maximum access
throughput, the throughput loss is significant especially when
the data transmission rate β and the number of MTDs n are
both large.

Note from Fig. 10b that for given data transmission rate β,
the access throughput drops to zero when the aggregate input
rate exceeds β, in which case the network becomes unstable.
Intuitively, to avoid being unstable, the time slot length should
be enlarged to allocate more resources for data transmission,
which, however, leads to fewer chances for access. In the next
section, we will further study how to properly choose the time
slot length to optimize the access efficiency.

VI. OPTIMAL TIME SLOT LENGTH

Recall that the access throughput λ̂M,a
out is defined as the

average number of successful access requests per time slot.
In practice, however, the access throughput normalized by the
time slot length, that is, the average number of successful
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Fig. 11. Optimal time slot length τ∗,a and the corresponding normalized maximum access throughput λ̂M,a
max
τ

|τ=τ∗,a versus β0. n = 1000. M = 5.
(a) λ0 = 0.001. (b) λ0 = 0.006.

access requests per millisecond, could be of more interest.
In the LTE standard, the length of one time slot, τ (in unit
of subframes7), is indeed a system parameter that can be
adaptively tuned. As Fig. 1 shows, the time slot length τ
determines how the system resources are allocated between
access and data transmission. With a smaller τ , MTDs can
access the channel more frequently, but the data transmission
rate would be lower as there are fewer subframes for data
transmission per time slot. In this section, we will focus on
the optimal tuning of the time slot length τ for maximizing
the normalized access throughput.8

A. Normalized Maximum Access Throughput

Specifically, as the BS dynamically allocates time-frequency
resources every 1 millisecond, i.e., every subframe, in LTE
networks [36], the total number of data packets that can be
transmitted in each subframe, which is determined by the
amount of resources and scheduling algorithm, is a given
system parameter and denoted by β0. With τ−1 subframes for
data transmission within each time slot, the data transmission
rate β can be written as

β = β0(τ − 1). (22)

Similarly, denote the probability that an MTD generates a new
data packet in one subframe as λ0. The input rate of each MTD
λ can then be written as

λ = λ0τ. (23)

By combining (20) and (22)–(23), the normalized maximum

access throughput λ̂M,a
max
τ can be obtained as

λ̂M,a
max
τ =

β0−nλ0−β0
τ

eβ0(τ−1)
M −1−M

n +λ0τ
�

e−M
n

�
+

Mλ2
0τ2

β0(τ−1)

. (24)

Here we are interested in how to optimize the normalized
maximum access throughput by properly choosing the time

7According to the LTE standard [6], the length of one subframe is fixed to
be one millisecond.

8Note that it has been shown in Sections IV and V that the maximum
access throughput λ̂M,a

max and the maximum data throughput λ̂M,d
max cannot be

achieved at the same time. In this section, we only focus on the maximum
access throughput λ̂M,a

max.

slot length τ : max
τ>1

λ̂M,a
max
τ . Note that it has been shown in

Section IV-A that to guarantee the maximum access through-
put λ̂M,a

max is achievable, the number of MTDs n and the aggre-
gate input rate λ̂ should fall into the achievable region SA.
By replacing λ̂ and β in SA with nλ

M and β
M , and further

combining (22)–(23), we can obtain the following constraints
on the time slot length τ :

τ ≥ 4e−2M
nλ0

and τ > β0
β0−nλ0

. (25)

Let τ∗,a denote the optimal time slot length to maximize the
normalized maximum access throughput, which can then be
written as

τ∗,a = argmax
τ>τ0

λ̂M,a
max
τ , (26)

where τ0 = max{1, 4e−2M
nλ0

, β0
β0−nλ0

} denotes the minimum
requirement on the time slot length τ according to (25). Fig. 11
presents the optimal time slot length τ∗,a and the correspond-

ing normalized maximum access throughput λ̂M,a
max
τ |τ=τ∗,a with

λ0 = 0.001 or 0.006.
Specifically, we can clearly see from Fig. 11a that when

the traffic is light, i.e., nλ0 	 β0, the optimal time slot length
τ∗,a → τ0, indicating that in this case, τ should be tuned as
small as possible, approaching the minimum requirement τ0.
Intuitively, with light traffic, the data transmission requires few
resources. Therefore, the time slot length τ should be reduced
such that MTDs can access more frequently. Moreover, nei-
ther the optimal time slot length τ∗,a nor the corresponding

normalized maximum access throughput λ̂M,a
max
τ |τ=τ∗,a varies

with the number of data packets that can be transmitted per
subframe β0 because data queues can always be cleared within
two subframes.

In sharp contrast, with heavy traffic, e.g., λ0 = 0.006 as
Fig. 11b shows, the optimal time slot length τ∗,a becomes
much larger than the minimum requirement τ0, because more
resources need to be allocated to data transmission. As β0

increases, data queues can be cleared within shorter time.
The time slot length can then be reduced to allow for more
frequent access for MTDs, and thus the corresponding normal-

ized maximum access throughput λ̂M,a
max
τ |τ=τ∗,a is significantly

improved.
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Fig. 12. Normalized maximum access throughput λ̂M,a
max
τ

versus time slot length τ . M = 5. q = q∗,M . (a) n = 1000. λ0 = 0.001. β0 ∈ {8, 12, 20}.
(b) n = 1000. λ0 = 0.006. β0 ∈ {8, 12, 20}. (c) n ∈ {1500, 2500, 3000}. λ0 = 0.006. β0 = 20.

B. Simulation Results

Simulation results are presented in Fig. 12 to validate the
preceding analysis. The simulation setting is the same as that
in Section V, except that each MTD generates a packet with
probability λ0 in each subframe, rather than with probability
λ in each time slot.

Specifically, Fig. 12 illustrates how the normalized maxi-

mum access throughput λ̂M,a
max
τ varies with the time slot length τ

under various values of the data transmission rate per subframe
β0 and the number of MTDs n. We can see from Fig. 12 that

the normalized maximum access throughput λ̂M,a
max
τ crucially

depends on the setting of τ , indicating that to optimize the
throughput performance, the time slot length τ should be
carefully selected. The values of the optimal time slot length
τ∗,a have been shown in Fig. 11, and are verified by simulation
results presented in Fig. 12. It is worth noting that in LTE
networks, the time slot length τ (in unit of subframes) is an
integer. Therefore, when choosing the optimal time slot length,
τ∗,a should be rounded to the nearest integer properly.

In the current standard, one representative value of the
time slot length is τ = 5 subframes9 [37]. It can be seen
from Fig. 12 that with τ = 5, the network may suffer from
severe throughput degradation. Specifically, when the traffic is
light, i.e., nλ0 	 β0, we can observe from Fig. 12a that the
normalized maximum access throughput with τ = 5 is only
half of that with the optimal time slot length τ∗,a ≈ 3. As the
traffic input rate of each MTD per subframe λ0 or the network
size n increases, the time slot length should be properly
enlarged to allocate more resources to data transmission. If the
time slot length τ is still fixed at 5, then the corresponding
normalized maximum access throughput would be far below
that with the optimal time slot length τ∗,a. For instance, with
n = 3000, λ0 = 0.006 and β0 = 20 as shown in Fig. 12c,
the network becomes unstable with the maximum access
throughput dropping to zero when τ = 5. We can conclude
that by optimally choosing the time slot length based on the

9More specifically, in [37], PRACH configuration index=6 is used as one
representative value, which, according to the PRACH configuration index
table [6], specifies that within 10 subframes for each frame, the subframes with
index 1 and 6 are PRACH subframes. In this case, PRACH subframes appear
every 5 subframes, indicating that the time slot length τ = 5 subframes.

traffic conditions and the data transmission rate, significant
gains in the normalized access throughput can be achieved
over the default setting.

VII. CONCLUSION

In this paper, the analytical framework proposed in [20]
is extended to incorporate a finite data transmission rate
β for the random access of M2M communications in LTE
networks. By introducing a data transmission state into the
state transition process of each individual access request,
explicit expressions of the maximum access throughput and
the optimal ACB factor are obtained. The analysis shows that
when the data transmission rate β is small, the maximum
access throughput decreases as the number of MTDs grows,
and superlinearly increases with the number of preambles,
indicating that significant improvements can be brought by
allocating more preambles. It is in sharp contrast to the case
of infinite data transmission rate where the maximum access
throughput is independent of the number of MTDs and linearly
increases with the number of preambles.

The analysis also reveals that the maximum access through-
put drops to zero when the aggregate input rate exceeds the
data transmission rate, in which case the data throughput
reaches the maximum, but the network becomes unstable.
To efficiently accommodate the massive access of MTDs,
the data transmission rate should be sufficiently large, which
indicates that the time slot length should be properly increased
for allocating more resources to data transmission as the
number of MTDs grows. The effect of time slot length on the
normalized maximum access throughput is further analyzed,
and shown to be crucial. By optimally choosing the time
slot length according to the aggregate traffic rate and data
transmission rate per subframe, substantial gains are observed
over the default setting in various scenarios.

Note that in this paper, we do not consider the service
differentiation issue. For M2M communications, some appli-
cations may contain critical information and require higher
priority. It is therefore of great importance to further extend the
analysis to incorporate distinct quality-of-service requirements
of MTDs. Moreover, in this paper, we assume that the total
number of data packets that can be transmitted in each time
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slot, β, does not change with time for the tractability of
analysis. In practice, the data transmission rate β may not
be constant due to the dynamics of the resource scheduling
process. How the time fluctuation of the data transmission
rate β affects the optimal access performance of MTDs is an
interesting topic that deserves much attention in the future
study.

APPENDIX A
DERIVATION OF (3)

To derive the mean holding time in State H, τH , let us first
denote the holding time in State i as Yi, where i ∈ {0, T, H},
the number of packets in the data queue when the access
request enters State H as NH , and the number of new arrival
packets when the access request is in State H as N̂H . We can
then obtain that

YH + YT = 
 N̂H+NH

β �, (27)

where β is the data transmission rate. Note that YT = 1 and
τH = E[YH ]. According to (27), the mean holding time in
State H, τH , can therefore be written as

τH = E[YH ] = E
NH+N̂H

β � − 1

= E�1 + NH+N̂H−1
β  − 1 ≈ E[NH ]−1

β + E[N̂H ]
β , (28)

by applying 
x
y � = �1+ x−1

y  for x, y ∈ {1, 2, . . .}, and drop-
ping the rounding down operation for analytical tractability.
We can see from (28) that τH is determined by the average
number of new arrival packets when the access request is in
State H, E[N̂H ], and the average number of packets in the
data queue when the access request enters State H, E[NH ]. In
the following, we focus on E[N̂H ] first and then E[NH ].

As the traffic input rate of each MTD is λ and the mean
holding time in State H is τH , we can easily obtain the average
number of new arrival packets when the access request is in
State H as

E[N̂H ] = λτH . (29)

On the other hand, to derive the average number of packets
in the data queue when the access request enters State H,
E[NH ], let us first define Di as the time spent from the
beginning of State i until the service completion. According
to Fig. 3, we can see that before the access request enters
State H, it should first be in State T, in which case the data
queue has one data packet, and then in State 0, in which case
the average number of new arrival packets when the access
request is in State 0 is λE[D0 − DH ]. Therefore, we have

E[NH ] = 1 + λE[D0 − DH ]. (30)

According to the Markov chain in Fig. 3, it can be obtained
that

D0 =

{
Y0 + DH with probability pαq,

Y0 + D0 with probability 1 − pαq.
(31)

Let GDi(z) denote the probability generating functions of Di,
where i ∈ {0, T, H}. Based on (31) and Y0 = 1, we can have

GD0(z) = pαqzGDH
(z)

1−(1−pαq)z , (32)

Fig. 13. Embedded Markov chain {XH
j }.

and furthermore,

E[D0 − DH ] =
(

GD0 (z)

GDH
(z)

)′
|z=1 = 1

pαq . (33)

Finally, by further combining (28)–(33), we can obtain the
mean holding time in State H, τH , as

τH = λ

βpαq

�
1−λ

β

� ≈ λ
βpαq , (34)

by ignoring λ
β in the denominator because λ

β < 1
n 	 1 for

large n.

APPENDIX B
DERIVATION OF (9)

To derive the limiting probability that no access request
is in State H, α, let us first define a discrete-time Markov
renewal process (XH , VH) = {(XH

j , V H
j ), j = 0, 1, . . .},

where XH
j denotes the number of access requests in State H

at the j-th transition and V H
j denotes the epoch at which the

j-th transition occurs. As there is at most one access request
in State H in any time slot, XH

j only has two states, i.e., State
S0 with XH

j = 0 or State S1 with XH
j = 1, and the embedded

Markov chain XH = {XH
j } is shown in Fig. 13, where

γt denotes the state transition probability from State S0 to
State S1 at time slot t.

The steady-state probability distribution of the embedded
Markov chain can be derived as

πS0 = 1
γ+1 , πS1 = γ

1+γ , (35)

where γ = lim
t→∞ γt. Since the mean holding time in State

S0 is 1 and that in State S1 is τH , we can then obtain
the steady-state probability distribution of the discrete-time
Markov renewal process (XH , VH) as

π̃S0 = 1
1+τHγ , π̃S1 = τHγ

1+τHγ . (36)

Note that the limiting probability that no access request is in
State H, α, is given by π̃S0 , which is determined by γ as (36)
shows.

To derive γ, let us first focus on γt, which is the probability
that given no access request in State H at time slot t − 1,
one access request is in State H at time slot t. We can see
from Fig. 3 that when one access request shifts to State H
at time slot t, it must stay in State 0 at time slot t − 1, and
is successfully transmitted at time slot t. Let wt denote the
probability that one access request is transmitted at time slot
t given no access request in State H at time slot t− 1. γt can
then be written as

γt = nwt(1 − wt)n−1 · π̃0
π̃0+π̃T

, (37)
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where nwt(1−wt)n−1 represents the probability that an access
request is successfully transmitted at time slot t, and π̃0

π̃0+π̃T
is

the probability that the access request stays in State 0 at time
slot t− 1. Note that the probability of successful transmission
of access requests given that no access request is in State H
at time slot t, pt, can be written as

pt = (1 − wt)n−1 ≈ exp(−nwt), (38)

by applying n− 1 ≈ n, (1− x)n ≈ exp{−nx} for 0 < x < 1
if n is large. By combining (1)–(4), (37) and (38), we can
obtain that

γ = lim
t→+∞ γt = −p(1 − pαq) ln p ≈ −p ln p, (39)

where pαq is ignored because it is typically very small.
Finally, the limiting probability that no access request is in

State H, α, can be obtained by combining (3), (36) and (39).

APPENDIX C
PROOF OF THEOREM 1

Proof: To determine the number of non-zero roots of the
fixed-point equation (10), let us first define

f(p) = h(p)

1+
pq
λ

�
1+

λ ln p
βq

� , (40)

where

h(p) = − p(ln p)2

β − (pq+λ) ln p
λ − nq. (41)

As 1+ pq
λ

(
1 + λ ln p

βq

)
= 1+ pqα

λ > 0, it can be seen from (10),

(40) and (41) that h(p) = 0 has the same non-zero roots as the
fixed-point equation (10). Therefore, we focus on h(p) = 0 in
the following.

Since lim
p→0

h(p) = +∞ and h(1) = −nq < 0, h(p) = 0 has

at least one non-zero root for p ∈ (0, 1]. To further determine
the number of non-zero roots of h(p) = 0, according to (41),
we can obtain that

h′(p) = − (ln p)2

β −
(

2
β + q

λ

)
ln p − pq+λ

pλ , (42)

with lim
p→0

h′(p) = −∞, h′(1) = − q+λ
λ , and

h′′(p) = − 2 ln p
pβ − 2

pβ − 2q
pλ + pq+λ

λp2 , (43)

with lim
p→0

h′′(p) = +∞, h′′(1) = 1 − 2λ+qβ
λβ . The single non-

zero root of h′′(p) = 0 is given by

pE = β

2W0

�
β
2 exp

�
1+

qβ
2λ

�� , (44)

where W0(·) is the principal branch of the Lambert W func-
tion. It can be obtained from (43)–(44) that if 2λ + qβ ≤ λβ,
then pE ≥ 1 and h′′(1) ≥ 0; Otherwise, 0 < pE < 1 and
h′′(1) < 0.

In the following, we discuss the number of non-zero roots
of h(p) = 0 based on the monotonicity of h′(p) for p ∈ (0, 1].

• If 2λ + qβ ≤ λβ, then h′′(p) ≥ 0 for p ∈ (0, 1]. As a
result, h′(p) is a non-decreasing function for p ∈ (0, 1].
Since lim

p→0
h′(p) < 0 and h′(1) < 0, we have h′(p) < 0

for p ∈ (0, 1], indicating that h(p) monotonically
decreases for p ∈ (0, 1]. We can then conclude that in this
case, h(p) = 0 has only one non-zero root 0 < pL ≤ 1.

• If 2λ + qβ > λβ, then h′′(p) > 0 for p ∈ (0, pE) and
h′′(p) < 0 for p ∈ (pE , 1]. As a result, h′(p) monoton-
ically increases for p ∈ (0, pE), and then decreases for
p ∈ (pE , 1].

– If h′(pE) ≤ 0, then we have h′(p) ≤ 0 for p ∈ (0, 1],
indicating that h(p) is a non-increasing function for
p ∈ (0, 1]. We can then conclude that in this case,
h(p) = 0 has only one non-zero root 0 < pL ≤ 1.

– If h′(pE) > 0, then h′(p) = 0 should have
two non-zero roots p1 and p2, where 0 < p1 <
pE < p2 < 1, and h′(p) < 0 for p ∈
(0, p1)

⋃
(p2, 1] and h′(p) > 0 for p ∈ (p1, p2),

indicating that h(p) monotonically decreases for
p ∈ (0, p1)

⋃
(p2, 1], and increases for p ∈ (p1, p2).

If h(p1) > 0 or h(p2) < 0, then h(p) = 0
has one non-zero root 0 < pL ≤ 1; Otherwise,
h(p) = 0 has three non-zero roots 0 < pA ≤ pS ≤
pL ≤ 1, in which h(p1) ≤ 0 and h(p2) ≥ 0.

APPENDIX D
PROOF OF THEOREM 2

Proof: To derive the maximum access throughput λ̂a
max

and the optimal ACB factor q∗, let us first rewrite the expres-
sion of the access throughput λ̂a

out as

λ̂a
out = −nλβ

λ(1+λ)+ng(p)(β−λ2) + n2λβ
λ

g(p) (1+λ)+n(β−λ2)
, (45)

by combining (8) and (12), where g(p) = − q
ln p . It can be

clearly seen from (45) that λ̂a
out is maximized when g(p) is

maximized. Therefore, we focus on g(p) in the following.
The derivative of g(p) with regard to p can be written as

g′(p) = q
p(ln p)2 − q′(p)

ln p , (46)

where q′(p) is the derivative of q with regard to p. According
to (10), we can obtain that

q = −λp(ln p)2−βλ ln p
β(nλ+p ln p) , (47)

and

q′(p) = −λ(βnλ+p(ln p)2(nλ+p−β)+2nλp ln p)
βp(nλ+p ln p)2 . (48)

By combining (46)–(48), we can then rewrite g′(p) as

g′(p) = −λ(β−nλ)(1+ln p)
β(nλ+p ln p)2 . (49)

It can be seen from (49) that g′(p) > 0 for p ∈ (0, e−1) and
g′(p) < 0 for p ∈ (e−1, 1], indicating that g(p) monotonically
increases for p ∈ (0, e−1) and decreases for p ∈ (e−1, 1].
Thus, it can be concluded that g(p) is maximized when
p∗ = e−1. Accordingly, the optimal ACB factor q∗ in (14)
can be obtained by substituting p∗ = e−1 into (10), and
the maximum access throughput λ̂a

max can be derived by
substituting p∗ = e−1 and (14) into (12).
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Note that it has been shown in Section III that the network
may have two steady-state points, i.e., the desired steady-
state point pL and the undesired steady-state point pA. In the
following, we prove that pA < e−1, implying that the maxi-
mum access throughput λ̂a

max can only be achieved when the
network operates at pL. Specifically, when the network has two
steady-state points pL and pA, we can see from Appendix C
that 0 < pA < pE < pL ≤ 1 and h′(pE) > 0, where h′(p)
and pE are given in (42) and (44), respectively. By combining
(42) and (44), we have

h′(pE) =

�
qβ
2λ−W0

�
β
2 exp(1+

qβ
2λ )

���
qβ
2λ +W0

�
β
2 exp(1+

qβ
2λ )

��
β

+
1−2W0

�
β
2 exp(1+

qβ
2λ )

�
β . (50)

Note that for β ≥ 1, 1 − 2W0

(
β
2 exp(1 + qβ

2λ )
)

< 1 −
2W0

(
βe
2

)
< 0. Therefore, it can be seen from (50) that if

h′(pE) > 0, then we must have qβ
2λ > W0

(
β
2 exp(1 + qβ

2λ )
)

,

with which ln pE = −1 − qβ
2λ + W0

(
β
2 exp(1 + qβ

2λ )
)

< −1,

indicating that pA < pE < e−1.
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