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Abstract— Delivering as many data packets as possible and
making the life time of the network as long as possible is one
fundamental request for battery-driven wireless network design,
where sleeping schemes are usually adopted for prolonging the
life time, while, at the sacrifice of the throughput performance.
For random access networks, fulfilling this fundamental request
is rather challenging due to the distributed nature of the access
behavior of nodes. This paper considers massive Machine-Type
Communication (mMTC) networks where each node adapts
the representative random access scheme Aloha and periodical
sleeping-awake cycle. We aim to address how to maximize the
life-time throughput of each node, i.e., average number of packets
each node can successfully deliver during its life time, with
a guarantee of targeted life time via optimal selection of the
channel access probability and the sleeping ratio of each node.
By deriving the explicit expressions of the life time and the
life-time throughput of each node and jointly tuning both the
channel access probability and the sleeping ratio, we characterize
the maximum life-time throughput with targeted life time, and
the corresponding optimal settings. The analysis reveals that
if only the channel access probability is optimally tuned, then
the throughput and life-time throughput cannot be optimized
simultaneously when the network becomes saturated with a large
packet arrival rate. In contrast, the network would operate
at unsaturated conditions via the joint tuning of the access
probability and the sleeping ratio. In this case, the maximum
life-time throughput always grows with the packet arrival rate.
In addition, it is shown that the effect of the life-time con-
straint becomes significant only when it exceeds a threshold,
where maximum life-time throughput will sacrifice for life-time
expectation. The analysis sheds important light on the access
and sleeping scheme design of practical Aloha-type networks.
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By taking Narrow Band-IoT with Power Saving Mode (PSM) as
an example, extensive simulation results corroborate that with
the proposed optimal setting, the life-time throughput could be
significantly improved, especially when the life time requirement
is demanding, e.g., 10 years without battery replacement.

Index Terms— Aloha, life time, energy efficiency, throughput,
sleeping, massive machine-type communication (mMTC).

I. INTRODUCTION

THE ever-developing Internet of Things (IoT) pro-
motes the ubiquitous connectivity and seamless coverage

around the world, where a great number of Machine Type
Devices (MTDs) work for data acquisition, processing and
transmission, forming so-called Machine-to-Machine (M2M)
communications [1]. The growing demands on large-scale
deployments of IoT networks require each Access Point (AP)
to accommodate a large number of MTDs [2]. To serve for the
soaring access requests of these MTDs, the centralized access,
i.e., the AP coordinates transmissions and allocates resource
to each MTD, leads to intolerable overhead of scheduling,
especially for small-packet and low-rate transmissions [3].
Instead, Aloha, a representative random access protocol, offers
an elegant approach for MTDs to share the limited channel
resources with low complexity and high scalability [4]. Aloha
and its variants have been widely applied in various wire-
less techniques for supporting M2M communications such as
Radio frequency identification (RFID), Sigfox, LoRa and so
on [5].

The mMTC networks are commonly composed of small and
inexpensive MTDs, which are equipped with limited battery
capacity for power supply. They are usually left unattended
and consequently power grid connection or recharging batter-
ies is not feasible [6]. With stringent power constraint, yet,
MTDs are expected to deliver as many packets as possible
while live up to a considerable length of lifetime for the
avoidance of replacement cost. One aggressive objective for
ultra-low complexity MTDs is to achieve a 10 years’ life time
with a battery of 5 Wh [7]. Towards this end and further
in consideration of sporadic data deliveries in mMTC, the
sleeping mechanism provides a promising way for MTDs to
save energy since the air-interfaces are switched off [8]. For
instance, smart electricity meters are designed for occasional
billing and system check, where MTDs are allowed to fall into
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sleep during most of their lifetime due to low-rate sporadic
traffic, e.g., less than 100 uplink events one day [9].

Moreover, the channel contention in Aloha-type mMTC
network would be intensive due to the large number of MTDs,
and the frequent packet collisions caused by a great amount of
concurrent transmissions may result in a dramatic degradation
of energy efficiency. To address this issue, besides the sleeping
schedule, the backoff parameters, such as channel access prob-
ability, should also be carefully selected to avoid successive
collisions, which drains battery quickly [10]. Clearly, both the
sleeping schedule and the backoff parameter have significant
influence on the energy efficiency and access efficiency of
mMTC network. Considering the explosive growth of the
number of energy-sensitive mMTC applications worldwide,
it is of paramount importance to study how to properly
configure the sleeping schedule and the backoff parameter in
mMTC network for performance optimization and quality-of-
service guarantee.

A. Related Work

1) Aloha With Sleeping Mechanisms: By putting the devices
into the sleeping mode, the sleeping mechanism can prolong
battery lifetime of devices and improve the energy efficiency of
the network. Depending on whether the sleep/wakeup schedule
is predetermined or not, we can broadly divide the sleeping
protocols for Aloha networks into two categories: duty-cycled
protocols and on-demand sleep/wakeup protocols.

The duty-cycled protocols require nodes to fall asleep
and wake up according to a predetermined schedule, and
has been used in networks, such as LoRaWAN [11]. The
impact of sleep/wakeup duration on throughput and delay
performance was analyzed in [12] by considering that AP
was on periodic vacation. The energy efficiency of duty-cycled
Aloha networks was studied with energy harvesting capability
in [13], [14], [15], and [16]. In particular, it was shown in [13]
that the throughput and the energy depleting probability were
both strongly related to the length of active period in each duty
cycle. References [14], [15], and [16] proposed energy-aware
sleep/wakeup scheduling schemes to avoid energy depleting,
where the packet delivery ratio, i.e., the ability of successfully
delivering data from the devices to the coordinator, was
analysed by allowing each node to transmit one or multiple
packets per cycle. For LoRaWAN with duty-cycled Aloha,
[17] developed an adaptive scheme to adjust the duty cycle
in consideration of node load, network congestion rate and
residual energy.

On the other hand, the on-demand sleep/wakeup protocols
allows a greater flexibility as each device wakes up in an on-
demand manner, e.g., upon requesting for data transmissions.
It could be found in Narrow Band-IoT (NB-IoT) with Power
Saving Mode (PSM)1 [19]. The impact of PSM on energy
consumption for MTDs with various packet arrival intervals
were evaluated via simulations in [20]. Numerical analysis

1NB-IoT with PSM can also operate as a duty-cycled protocol with PSM
timers for periodic uplink reporting [18]. Specifically, by setting the two PSM
timers of each MTD, i.e., T3324 and T3412, the duration of on-off cycle is
determined, based on which each MTD could generate and transmit packets
in its active state periodically. This case will be studied in section IV.

of average energy consumption in NB-IoT with PSM could
be found in [21] where corresponding optimization via
brute-force approach was presented. Besides, the on-demand
sleep/wakeup protocols were also applied in Wake-up Radio
(WuR)-based 5G networks, where the wake-up call via a
dedicated channel is used to trigger data communication [22],
and its energy efficiency was evaluated in [23].

Above works provided thought-provoking methods to pro-
long battery lifetime and achieve high energy efficiency for
Aloha networks with sleeping mechanisms. Many related
works, especially for the on-demand sleep/wakeup protocols,
aim at proposing novel algorithms or schemes, yet, without
analytical models for explicit evaluation and optimization.
In particular, little attention was given on the effect of channel
contention on Aloha networks with sleeping mechanisms,
where backoff parameters were chosen via an empirical man-
ner.

2) Backoff Parameter Tuning: Due to the distributed nature
of the behavior of nodes in Aloha networks, transmissions
from different nodes may burst out at the same time, leading
to packet collisions. To control the channel contention, backoff
schemes are used in Aloha right from the start. There have
been a great quantity of studies on backoff parameters in
Aloha networks. For instance, throughput was evaluated with
geometric backoff in [24] and [25] and exponential backoff
in [26], [27], and [28]. Due to the complexity, above analyses
mainly focused on numerical performance analysis. An analyt-
ical framework of Aloha networks with explicit expressions to
characterize network performance was proposed in [29], where
an optimal transmission probability was obtained to achieve
the maximum throughput.

When employed in cellular network, e.g., LTE Ran-
dom Access Channel (RACH), two backoff parameters were
adopted as Access Class Barring (ACB) [30], [31], i.e., the ini-
tial transmission probability and backoff window mechanism
[32], i.e., a collided node randomly selects a value within the
backoff window size to count down and then resumes trans-
mission. To improve the network performance, various works
were done by tuning ACB factor [33], [34], [35] and backoff
window size [36], [37]. It was shown in [33] that the through-
put could be optimized under delay constraint by jointly
allocating ACB and the physical resource, i.e., the number
of preambles and physical RACH subframes. By combining
ACB and Timing Advance (TA) information, [34] alleviated
the overload of RACH and then optimized the throughput. In a
more realistic scenario without backlogged information, [35]
derived an iterative algorithm to obtain a near-optimal ACB
factor. An algorithm to estimate the number of access requests
in RACH was proposed in [36], based on which the optimal
backoff window size to maximize RACH throughput while
satisfying the desired access success probability was obtained.
With retransmission limit, i.e., the access request would be
dropped when reaching the maximum retransmission limit,
the throughput and the corresponding optimal backoff window
size were derived in [37]. An analytical framework to combine
both of the two backoff parameters was characterized in [38]
and results indicated they were equally effective in optimizing
the network throughput performance. The framework was
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further extended to satisfy various delay requirements in a
heterogeneous network in [39] and a distributive algorithm to
obtain the optimal backoff parameters was proposed in [40].

Although extensive efforts have shed important light on
access efficiency, few of them consider the energy budget,
and the demand on energy efficiency would not be satisfied
under the goal of access-efficiency optimization. By assuming
infinite energy supply, it was shown in [41] that with careful
selection of the ACB factor, the energy consumption of
MTDs can be reduced up to 50%. Reference [42] proposed
an analytical model to ensure devices run over an expected
energy efficiency threshold by adjusting the ACB factor. Note
that for many practical MTC applications, battery recharge
is infeasible and the energy supply is limited. In such case,
how to optimize the energy efficiency by jointly tuning the
backoff parameter and the sleeping schedules are of practical
importance towards the ambitious goal of surviving 10 years’
lifetime.

B. Key Contributions

In this paper, we consider an n-node slotted Aloha network
where all the nodes transmit to a common receiver. Each node
has finite initial energy E and thus a finite life time T . To save
energy, each node can enter a sleeping state, and the sleeping
ratio of each node γ is introduced as the proportion of its life
time spent on the sleeping state. For each node, it will wake
up periodically, and has packet arrivals of mean rate λ per
time slot. It will transmit packets to the receiver with access
probability q if there are packets in its buffer when it is awake.
The network scenario corresponds to a status update system
where each node collects status information, and generates
packets for information update to an access point.

To evaluate the energy efficiency, the life-time throughput
of each node M , which is defined as average number of
packets each node can successfully deliver during its life time,
is explicitly derived and shown to be crucially determined by
the access probability q and the sleeping ratio γ. We consider
the life-time constrained throughput optimization problem, that
is, by jointly tuning the access probability q and the sleeping
ratio γ, each node is expected to live longer than a certain
threshold T0 while the life-time throughput M is maximized.
The maximum life-time throughput Mmax as well as the
corresponding optimal access probability qM and the sleeping
ratio γM are obtained. For any fixed sleeping ratio γ, the
analysis shows that the throughput and life-time throughput
could be optimized simultaneously in unsaturated conditions,
which will not hold in saturated conditions except when the
power consumptions in all active states, i.e., transmission,
waiting and idle, are the same. By jointly optimizing the
access probability q and the sleeping ratio γ, in contrast, the
network would always operate at unsaturated conditions and
the life-time throughput grows with the packet arrival rate λ.
In addition, the impact of the life-time constraint is analyzed,
and a life-time threshold is characterized, beyond which the
maximum life-time throughput should sacrifice for life-time
expectation.

The practical insights of the analysis are demonstrated
by taking the example of an NB-IoT system with PSM.

In particular, it is demonstrated how to optimally select the
ACB factor and PSM timers according to the optimal values
of access probability q and sleeping ratio γ. It is found that
the life-time throughput M could be greatly improved when
applying the optimal parameters compared with the parameters
chosen from the protocol. Moreover, an aggressive objective
for 10-year battery life time of each low-cost/complexity MTD
with limited battery capacity can be achieved when the ACB
factor and duration of PSM timers are carefully tuned.

The remainder of this paper is organized as follows.
Section II introduces the system model and presents a pre-
liminary analysis. In Section III, closed-form expressions of
the lifetime of each node and its life-time throughput are
given, based on which the maximum life-time throughput
under lifetime constraint is derived. The analysis is applied to
NB-IoT, and the corresponding event-driven simulations are
conducted in Section IV. Finally, conclusions are drawn in
Section V.

II. SYSTEM MODEL AND PRELIMINARY ANALYSIS

Consider a homogeneous n-node slotted Aloha network
where all the nodes transmit to a common receiver. For each
node, it has a fixed amount of initial energy E, and its life ends
when it runs out of energy. To save energy, each node has an
independent sleep-awake cycle, and thus enters a sleeping state
periodically when it can operate at a low power consumption.
Define the sleeping ratio γ as the proportion of life span spent
on the sleeping state. In the sleeping state, each node does not
generate any packets. When it is awake, i.e., in the active
state, it has packet arrivals with rate λ per time slot. This
corresponds to a smart metering system, e.g., smart grid, where
each device is required to report within a period periodically,
and in active state, it keeps generating packets containing up-
to-date information, and transmits them [43]. Assume that each
node is equipped of a buffer with infinite size to accommodate
packets. Each active node employs geometric retransmissions,
i.e., accesses the channel at the beginning of each slot with
probability q if its queue is nonempty. We assume the destruc-
tive collision channel, where concurrent packet transmissions
result in collisions and decoding failure. When collided, each
node would retransmit the packet until success.

An n-node buffered Aloha network can be regarded as an n-
queue-single-server system, and its performance is determined
by the aggregate activities of the Head-Of-Line (HOL) packets.
Let us start by reviewing the throughput performance analysis
of slotted Aloha in the case of γ = 0 [29], i.e., each
node always keeps awake. By establishing the state transition
process of each HOL packet, the probability of successful
transmission of HOL packets p in the unsaturated and saturated
conditions has been characterized in [29] as

p =

 exp{W0 (−nλ)} if q ∈
[
−W0 (−nλ)

n
,
−W−1 (−nλ)

n

]
exp{−nq} otherwise,

(1)

where W0(·) and W−1(·) are two branches of the Lambert
W function [44]. Moreover, it is found that in the unsaturated
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TABLE I
TABLE OF KEY NOTATIONS

case, the throughput of each node λγ=0
out , which is defined as

the average number of packets each node can successfully
deliver per time slot in active state, equals its packet arrival
rate λ, i.e., λγ=0

out = λ. On the other hand, in the saturated
case, the throughput of each node is given by λγ=0

out = −p ln p
n .

By combining these two cases, the throughput of each node
is given by [29]

λγ=0
out =

λ if p ∈ [exp(W−1(−nλ)), exp(W0(−nλ))]
−p ln p

n
otherwise.

(2)
According to (2), the throughput of each node depends on

the probability of successful transmission of HOL packets p.
By optimizing over p, the maximum throughput of each node
λγ=0

max = maxp λγ=0
out is given by

λγ=0
max = min

{
λ,

e−1

n

}
. (3)

λγ=0
max is achieved when pγ=0

λ lies in
[exp(W−1(−nλ)), exp(W0(−nλ))] if λ ≤ e−1

n ; otherwise,
λγ=0

max is achieved when p = pλ = e−1. We would like to
mention that with (1) and the optimal probability of successful
transmission of HOL packets, the corresponding optimal
transmission probability can also be obtained. In particular,
according to pγ=0

λ , the corresponding transmission probability
q could be selected from

[
−W0(−nλ)

n , −W−1(−nλ)
n

]
if λ ≤ e−1

n

to achieve the maximum throughput λγ=0
max. Otherwise, the

transmission probability q should be 1
n .

Let us now consider the case γ > 0, i.e., nodes may fall
asleep. Note that in practice, the sleeping-awake cycle of each
node is usually not synchronized for the release of contention.
With a large number of nodes, the average number of active
nodes in each time slot can be approximated as2 n(1−γ), with
which the aggregate packet arrival rate is given by n(1−γ)λ.
Accordingly, the throughput of each node in the active state
can be given by

λout =


λ if p ∈ [exp(W−1(−n(1− γ)λ)),

exp(W0(−n(1− γ)λ))]
−p ln p

n(1− γ)
otherwise,

(4)

2It can be verified according to the law of large numbers since sleeping
cycle of each node is asynchronous.

and the maximum throughput of each node in the active state
λmax = max

p
λout is given by

λmax = min
{

λ,
e−1

n(1− γ)

}
. (5)

λmax is achieved when pλ lies in
[exp(W−1(−n(1− γ)λ)), exp(W0(−n(1− γ)λ))] if
λ ≤ e−1

n(1−γ) ; otherwise, λmax is achieved when p = pλ = e−1.
Different from that in [29], this paper considers that each

node has a finite amount of initial energy, and thus has a finite
life span. As the homogeneous case is considered, the expected
life time is identical for each node, which is denoted as T in
the unit of time slots. During the life time, each node could
be in the following four states: 1) transmission state, i.e., the
node is transmitting packets; 2) waiting state, i.e., the node
has one HOL packet waiting to access the channel; 3) idle
state, i.e., the queue of the node does not have any packets;
4) sleeping state, i.e., the node is sleeping.

Let TT , TW , TI and TS denote the expected number of time
slots for each node being in the transmission, waiting, idle and
sleeping state during its life time, respectively. We have

T = TT + TW + TI + TS . (6)

Let PT , PW , PI and PS denote the power consumption in the
transmission, waiting, idle and sleeping states, respectively.
For simplicity, assume that the power consumption in the idle
state equals that in the waiting state, i.e., PI = PW , and thus
the relation of these power consumptions is PS ≤ PI = PW ≤
PT . According to the total energy constraint of each node,
we have

PSTS + PW (TI + TW ) + PT TT = E/σ, (7)

where σ is the slot length.
Due to limited energy, each node can successfully deliver a

limited number of packets during its life time, which is also
a random variable. Define the life-time throughput M as the
average number of packets each node can successfully deliver
during its life time.3 For quick reference, key notations in this
paper are listed in Table I.

3Note when each packet has k information bits, the energy efficiency, which
is defined as the ratio of the rate to the power consumption, can be readily
obtained as kM

E
, and is linear to M . Thus the life-time throughput can be

regarded as a metric for energy efficiency.
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III. MAXIMUM LIFE-TIME THROUGHPUT

This section aims to obtain the maximum life-time through-
put of each node Mmax and the corresponding optimal system
settings. To begin with, let us derive the life-time throughput
of each node M , which is the average number of packets
each node can successfully deliver during its life time. Note
that each node delivers packets only when it is in the active
state. Define the node throughput λout as the average number
of packets each node can successfully deliver when it is in the
active state. Accordingly, we have

M = λout(1− γ)T. (8)

The node throughput in the active state λout has been derived as
a function of the probability of successful transmission of HOL
packets p in (4). The following lemma presents the expression
of the expected life time of each node.

Lemma 1: The expected life time of each node is given by

T =



E/σ

γPS + (1− γ)
[

λ
p (PT − PW ) + PW

]
if p ∈ [exp(W−1(−n(1− γ)λ)) ,

exp(W0(−n(1− γ)λ))]
E/σ

γPS + (1− γ)
[
− ln p

n(1−γ) (PT − PW ) + PW

]
otherwise.

(9)
Proof: See Appendix A.

By combining (4), (8) and (9), the life-time throughput of
each node M is given by

M =



E/σ
PT−PW

p + PW

λ + γPS

λ(1−γ)

if p ∈ [exp(W−1(−n(1− γ)λ)) ,

exp(W0(−n(1− γ)λ))]
E/σ

PT−PW

p +
n(1−γ)(PW +

γPS
1−γ )

−p ln p

otherwise.

(10)

Let us start by analyzing a special case with PT = PW .
We can see that the probability of successful transmission
of HOL packets p has no effect on the lifetime T and the
life-time throughput M in the unsaturated condition when
letting PT = PW in (9) and (10). The reason is that in
this case, the power consumption per slot has no relation to
whether the node performs data transmission or not, and only
depends on whether the node falls to sleep or not.

Instead, when PT > PW , we can see from Lemma 1 that
the expected life time of each node T could be improved
with a larger p, which, however, may degrade the throughput
performance. For instance, in an extreme case of p = 1,
the transmission probability of each node q would approach
0 according to (4), resulting in λout = 0. As the life-time
throughput of each node M is determined by both T and
λout, one should strike a tradeoff between T and λout for life-
time throughput maximization. Notice that such a tradeoff also
exists in terms of the sleeping ratio γ. A large sleeping ratio γ
prolongs the life time of each node T and relieves the channel

contention. Yet the channel access opportunities is reduced as
well, which deteriorates the throughput performance.

Correspondingly, we are interested in maximizing the
life-time throughput of each node M by jointly tuning the
probability of successful transmission of HOL packets p and
the sleeping ratio γ. In practice, each node is expected to live
longer than a certain threshold value in order to avoid the early
death. As an example, one aggressive objective is to achieve a
10 years’life time [7]. Under such stringent constraint, we have
the following constrained optimization problem4

Mmax = max
{p,γ}

M (11)

s.t. T ≥ T0.

The above optimization problem can be further decomposed
as

Mmax = max
γ

Mp
max, (12)

where

Mp
max = max

p
M (13)

s.t. T ≥ T0.

In the following, we first look into the optimization problem
(13), based on which the problem (12) is further solved.

A. Maximum Life-Time Throughput With a
Given Sleeping Ratio

The following theorem presents the solution to the optimiza-
tion problem (13).

Theorem 1: Given the sleeping ratio γ, the maximum
life-time throughput Mp

max = max
p

M under the constraint

of T ≥ T0 is given by (14), as shown at the bottom of the next
page, where (15)–(16), as shown at the bottom of the next
page, and

T ∗,p0 =E/σ

(
γPS + (1− γ)

·
[

min{λ, λM}
exp{W0(−n(1−γ) min{λ, λM})}

(PT−PW )+PW

])
.

(17)

Otherwise, (13) has no feasible solution. Mp
max is achieved

when the probability of successful transmission of HOL pack-
ets p is set to be

pM =



exp(W0(−n(1− γ) min{λ, λM})) if T0≤ T ∗,p0

exp

−n
[

E
σT0

+ γ(PW − PS)− PW

]
(PT − PW )


if T ∗,p0 < T0 ≤

E/σ

PW − (PW − PS)γ
.

(18)

4Note that with a given backoff scheme, the probability of successful
transmission of HOL packets p can be obtained as a function of the
channel access probability q, and thus either q or p could be chosen for
the performance optimization. Here, tuning p, instead of q, gains a more
general result that is independent of backoff schemes. In section IV, we will
demonstrate how the optimal p can be applied to derive the optimal q with
geometric retransmissions.
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Proof: See Appendix B.
In particular, when T0 = 0, the optimization problem (13)

becomes unconstrained. In this case, the maximum life-time
throughput Mp,T0=0

max is given by

Mp,T0=0
max =



E/σ
PT−PW

exp{W0(−n(1−γ)λ)} + PW

λ + γPS

λ(1−γ)

if λ ≤ λM

E/σ
PT−PW

exp{W0(−n(1−γ)λM )} + PW

λM
+ γPS

λM (1−γ)

otherwise,
(19)

which is achieved when p is set to be

pT0=0
M =

{
exp(W0(−n(1− γ)λ)) if λ ≤ λM

exp(W0(−n(1− γ)λM )) otherwise,
(20)

according to Theorem 1.
Fig. 1a illustrates how the maximum life-time throughput

Mp,T0=0
max varies with the packet arrival rate λ with γ = 0.9 and

PT

PW
= 1, 100 or 200. It can be seen from Fig. 1a that in the

unconstrained case, Mp,T0=0
max increases as λ increases when

λ ≤ λM . In this case, since the throughput of each node equals
its packet arrival rate, Mp,T0=0

max increases as λ increases due to
a larger throughput of each node λout. As λ increases beyond
λM , the network becomes saturated, and Mp,T0=0

max becomes
insensitive to λ. For the threshold λM , it increases as PT

PW

decreases, and reaches the largest value e−1

n(1−γ) when PT

PW
= 1,

as Fig. 1a illustrates.

To achieve the maximum life-time throughput Mp,T0=0
max

when λ > λM , the optimal probability of successful transmis-
sion of HOL packets pT0=0,λ>λM

M decreases as PT

PW
decreases

according to (20). Intuitively, with a larger PT

PW
, each node

consumes more energy for each packet transmission. In order
to successfully transmit as many packets as possible with a
fixed amount of initial energy, the probability of successful
transmission of HOL packets should be improved. As PT

PW

reduces to 1, we have pT0=0,λ>λM

M = e−1.
Recall that the throughput of each node λout is maximized

when p = pλ = e−1 when λ > e−1

n(1−γ) according to (5),
which is smaller than pT0=0,λ>λM

M when PT

PW
> 1, indicating

a tradeoff between M and λout when PT

PW
> 1. Notice the

relation of node throughput λout and life-time throughput M
is given by M = λout(1 − γ)T according to (8). When
the throughput λout is maximized, it means that each node
transmits as many as packets in each sleeping-awake cycle,
which, however, may not improve the life-time throughput M
as the life time of each node is reduced.

Fig. 1a further demonstrates the curve of the life-time
throughput of each node M when the throughput of each
node is maximized, i.e., M |p=pλ

. It can be observed from
Fig. 1a that if PT

PW
> 1, then M and λout can be maximized

simultaneously if and only if λ ≤ λM according to (42). When
λ > λM , a gap between Mp,T0=0

max and M |p=pλ
emerges, and

is enlarged as PT

PW
increases or λ increases, implying a more

severe tradeoff between M and λout. As λ increases beyond
e−1

n(1−γ) , the maximum throughput λmax is achieved when p =
pλ = e−1 according to (5), and thus λmax becomes a constant,
i.e., e−1

n(1−γ) , which also results in a constant of M |p=pλ
as

Mp
max =



E/σ
PT−PW

exp{W0(−n(1−γ) min{λ,λM})} + PW

min{λ,λM} + γPS

min{λ,λM}(1−γ)

if T0 ≤ T ∗,p0

E/σ

PT−PW

exp{W0(−n(1−γ)λC)} +
PW +

γPS
1−γ

λC

if T ∗,p0 < T0 ≤
E/σ

PW − (PW − PS)γ
,

(14)

λM =

√
(PW + γPS

1−γ )2 + 4
n(1−γ) (PT − PW )(PW + γPS

1−γ )− (PW + γPS

1−γ )

2(PT − PW )

· exp

{(
n(1− γ)(PW +

γPS

1− γ
)−

(
n2(1− γ)2(PW +

γPS

1− γ
)2

+ 4n(1− γ)(PT − PW )(PW +
γPS

1− γ
)
)1/2

)
/2(PT − PW )

}
, (15)

λC =

[
E

σT0
+ γ(PW − PS)− PW

]
(1− γ)(PT − PW )

· exp

−n
[

E
σT0

+ γ(PW − PS)− PW

]
(PT − PW )

 , (16)
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Fig. 1. The maximum life-time throughput of each node Mp,T0=0
max versus the packet arrival rate of each node λ, T0 = 0, n = 200, PW = 1, γ = 0.9,

E/σ = 108. (a) PS = 0.01. (b) PT = 100.

M |p=pλ
= λmax(1−γ)T . On the other hand, if PT

PW
= 1, then

each node has the same power consumption in the transmission
and waiting states. The expected life time of each node T then
reduces to a constant, i.e., T = E/σ

(1−γ)PW +γPS
. Intuitively,

as each node has the same power consumption when it is
active, the expected life time of each node would not depend
on the probability of successful transmission of HOL packets.
The maximum life-time throughput Mp,T0=0

max is then given by

Mp,T0=0
max =

E/σ

PW + γPS

1−γ

·min
{

λ,
e−1

n(1− γ)

}
, (21)

according to (42). In this case, M and λout can be optimized
simultaneously, as Fig. 1a illustrates.

Fig. 1b illustrates how the maximum life-time throughput
Mp,T0=0

max varies with the packet arrival rate of each node λ with
PS ∈ {0.01, 0.1, 0.5}. It can be seen from Fig. 1b that with
different values of PS , the trend of the curves Mp,T0=0

max versus
λ is similar to that in Fig. 1a, which increases as λ increases
when λ ≤ λM and becomes a constant when λ > λM . For
the threshold λM , it decreases as PS decreases. In addition,
a similar gap between Mp,T0=0

max and M |p=pλ
occurs when

λ > λM , and is enlarged as λ increases until λ = e−1

n(1−γ) ,
indicating the tradeoff between the throughput and the life-
time throughput. As λ > e−1

n(1−γ) , the maximum throughput
λmax is achieved when p = pλ = e−1 according to (5),
and thus λmax becomes a constant, i.e., e−1

n(1−γ) , which also
results in a constant of M |p=pλ

as M |p=pλ
= λmax(1− γ)T .

Moreover, the constant gap between Mp,T0=0
max and M |p=pλ

when λ > e−1

n(1−γ) would also be enlarged with a smaller
PS since the optimal probability of successful transmission
of HOL packets probability pT0=0,λ>λM

M , which is larger than
pλ = e−1, monotonically increases as PS decreases.

Fig. 2 illustrates how the maximum life-time throughput of
each node Mp

max varies with the life-time constraint T0 with
a fixed sleeping ratio, i.e., γ = 0.9. It can be observed from
Fig. 2 that when T0 ≤ T ∗,p0 , Mp

max does not vary with T0,
which equals that without any constraint according to (42).
Under such condition, since T0 is small, the constraint T ≥
T0 does not have any effect on Mp

max. As T0 increases beyond

T ∗,p0 , Mp
max decreases as T0 increases, and does not vary with

the packet arrival rate λ as the network becomes saturated.
In this case, in order to satisfy the life-time constraint T ,
each node would reduce the channel access probability. The
corresponding optimal probability of successful transmission
of HOL packets pM , therefore, increases as T0 increases.
As T0 approaches E/σ

(1−γ)PW +γPS
, pM eventually approaches

1 according to (18), leading to Mp
max = 0.

B. Maximum Life-Time Throughput With Joint Tuning

So far, with a given sleeping ratio γ, the maximum life-time
throughput and the corresponding optimal probability of suc-
cessful transmission of HOL packets have been characterized.
In this subsection, we study how to further tune the sleeping
ratio γ for maximizing the life-time throughput, i.e., address-
ing the optimization problem in (12).

The maximum life-time throughput Mmax and the cor-
responding optimal sleeping ratio γM are presented in the
following theorem.

Theorem 2: The maximum expected number of successfully
transmitted packets in each node’s life time Mmax under the
constraint of T ≥ T0 is given by (22), as shown at the bottom
of the next page, where λγ=0

M equals λM when γ = 0, i.e,
we have

λγ=0
M =

√
P 2

W + 4
nPW (PT − PW )− PW

2(PT − PW )

· exp

{
nPW −

√
n2P 2

W + 4n(PT − PW )PW

2(PT − PW )

}
,

(23)

γC can be derived by solving the following equation

(PT − PW )(1− γC)W0(−n(1− γC)λ)
(1 + W0(−n(1− γC)λ)) exp{W0(−n(1− γC)λ)}

=
−Ps

λ
,

(24)

if (PT−PW )W0(−nλ)
(1+W0(−nλ)) exp{W0(−nλ)} + Ps

λ < 0. Otherwise, γC = 0.
γE can be obtained by solving λ = λM according to (15),
i.e., (25), as shown at the bottom of the next page.
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Fig. 2. The maximum life-time throughput of each node Mp
max versus the life-time constraint T0. n = 200, PW = 1, γ = 0.9, E/σ = 108. (a) PS = 0.01.

(b) PT = 100.

γD can be obtained by solving T0 = T (pM , γD), i.e.,

T0 =
E/σ

γDPS + (1− γD)
[
− ln pM

n(1−γD) (PT − PW ) + PW

] , (26)

and T ∗0 is given by (27), as shown at the bottom of the next
page. Otherwise, the optimization problem (12) has no feasible
solution. Mmax is achieved when the sleeping ratio γ is set
to be

γ = γM =


γC if λ ≤ λγ=0

M and T0 ≤ T ∗0
max{γC , γE} if λ > λγ=0

M and T0 ≤ T ∗0

γD if T ∗0 < T0 ≤
E/σ

PS
.

(28)
Proof: See Appendix C.

Let us first consider the case of T0 = 0, with which the
optimization problem (12) becomes unconstrained. According
to Theorem 2, the life-time throughput MT0=0

max is given by
(29), as shown at the bottom of the next page, MT0=0

max is
achieved when γ is set to be

γ = γT0=0
M =

{
max{0, γC} if λ ≤ λγ=0

M

max{γC , γE} otherwise.
(30)

In the unconstrained case, Fig. 3 illustrates how the optimal
sleeping ratio γT0=0

M varies with the packet arrival rate of each
node λ with PT

PW
∈ {1, 100, 200} and PS ∈ {0.01, 0.1, 0.5}.

Recall that the sleeping ratio γ denotes the proportion of
life span spent on the sleeping state for each node, and also
scales down the number of competing nodes in the network.
When the packet arrival rate of each node λ is small, the

Mmax =



E/σ
PT−PW

exp{W0(−n(1−γCλ)} + PW

λ + γCPS

λ(1−γC)

if λ ≤ λγ=0
M and T0 ≤ T ∗0

E/σ
PT−PW

exp{W0(−n(1−max{γC ,γE})λ)} + PW

λ + max{γC ,γE}PS

λ(1−max{γC ,γE})
if λ > λγ=0

M and T0 ≤ T ∗0
E/σ

PT−PW

exp{W0(−n(1−γD)λ)} +
PW +

γDPS
1−γD

λ

if T ∗0 < T0 ≤
E/σ

PS
,

(22)

λ =

√
(PW + γEPS

1−γE
)2 + 4

n(1−γE) (PT − PW )(PW + γEPS

1−γE
)− (PW + γEPS

1−γE
)

2(PT − PW )

· exp

{(
n(1− γE)(PW +

γEPS

1− γE
)−

(
n2(1− γE)2

· (PW +
γEPS

1− γE
)2 + 4n(1− γE)(PT − PW )

· (PW +
γEPS

1− γE
)
)1/2

)
/2(PT − PW )

}
, (25)
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Fig. 3. The optimal sleeping ratio γT0=0
M versus the packet arrival rate of each node λ under the constraint T0 = 0. n = 200, PW = 1, E/σ = 108.

(a) PS = 0.01. (b) PT = 100.

contention level among nodes is rather low. In this case, it can
be seen from Fig. 3 that γT0=0

M stays at 0, indicating each node
does not fall asleep at all and thus collects more packets to
transmit. As λ keeps increasing, γT0=0

M increases, reaching its
maximum when λ = 1. With a large λ, more packets will be
accommodated by each node which causes more conflicts due
to concurrent packet transmissions, and thus γT0=0

M should be
enlarged to let more nodes fall into sleep at each time slot
so as to alleviate the channel contention. Moreover, it can be
seen from the Fig. 3a that γT0=0

M increases as PT

PW
grows since

each node should sleep for more time due to larger energy
consumption in the active state. For similar reason, Fig. 3b
shows that when PS increases, γT0=0

M should be smaller to
cut down the energy consumption in the sleeping state.

Fig. 4 illustrates the corresponding maximum life-time
throughput MT0=0

max . Different from that in Fig. 1, it can be
seen from Fig. 4 that MT0=0

max monotonically increases as λ
increases. This is because when the sleeping ratio γ can be
further tuned, the network can always be unsaturated by setting
a large sleeping ratio. As λ increases, nevertheless, the growth

of MT0=0
max slows down. Moreover, with a small packet arrival

rate λ, each node has few packets to transmit and spends most
of their life time in the idle state, and thus consumes almost
the same energy regardless of different power consumptions
in the transmission state. As a result, it can be observed from
Fig. 4a that MT0=0

max does not vary with PT

PW
when λ is small.

Similar observation can be made from Fig. 4b under different
values of PS . According to Fig. 3, with a small λ, the sleeping
ratio is set to be 0 and thus the energy consumption in sleeping
state PS has no influence on the life-time throughput. As λ
increases, the optimal sleeping ratio γM increases, leading to
a greater impact of the power consumption in sleeping state
PS on the maximum life-time throughput MT0=0

max .
Fig. 5 further illustrates how the optimal sleeping ratio γM

varies with the life-time constraint T0. It can be seen from
Fig. 5 that when T0 ≤ T ∗0 , γM does not vary with T0, which
equals the one without any constraint γT0=0

M according to (30),
indicating that with a small T0, the life-time constraint has no
impact on the life-time throughput. As T0 increases beyond
T ∗0 , γM increases as T0 increases, which reveals that a small

T ∗0 =



E/σ

max{0, γC}PS + (1−max{0, γC})
[
−W0(−n(1−γC)λ)
n(1−max{0,γC}) (PT − PW ) + PW

]
if λ ≤ λγ=0

M

E/σ

max{γC , γE}PS + (1−max{γC , γE})
[
−W0(−n(1−γC)λ)
n(1−max{γC ,γE}) (PT − PW ) + PW

]
otherwise.

(27)

MT0=0
max =



E/σ
PT−PW

exp{W0(−n(1−max{0,γC}λ)} + PW

λ + max{0,γC}PS

λ(1−max{0,γC})
if λ ≤ λγ=0

M

E/σ
PT−PW

exp{W0(−n(1−max{γC ,γE})λ)} + PW

λ + max{γC ,γE}PS

λ(1−max{γC ,γE})
otherwise.

(29)
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Fig. 4. The maximum life-time throughput MT0=0
max versus the packet arrival rate of each node λ under the constraint T0 = 0. n = 200, PW = 1,

E/σ = 108. (a) PS = 0.01. (b) PT = 100.

Fig. 5. The optimal sleeping ratio γM versus the life-time constraint T0. n = 200, PW = 1, E/σ = 108. (a) PS = 0.01. (b) PT = 100.

sleeping ratio is unsuitable any more since each node couldn’t
live up to the expected life time. Hence, due to the much lower
energy consumption in the sleeping state, the sleeping ratio of
each node should be enlarged enough to extend its life time.

Fig. 6 illustrates the corresponding maximum life-time
throughput Mmax. According to Fig. 5, with a small T0,
i.e., T0 ≤ T ∗0 , Mmax equals to the one without any con-
straint. However, as T0 increases beyond T ∗0 , the life-time
constraint will lower down the life-time throughput. In this
case, Mmax decreases as T0 increases and finally reaches
0 when T0 approaches E/σ

PS
. It can be seen from Fig. 6 that

the life-time constraint T ≥ T0 becomes infeasible when
T0 > E/σ

PS
since E/σ

PS
is the longest possible life time for each

node and is achieved when it is always in the sleep mode.

IV. CASE STUDY: NB-IOT WITH POWER SAVING MODE

In this section, we will demonstrate how the proceeding
analysis can be applied to practical networks by taking the
example of NB-IoT with Power Saving Mode (PSM). NB-
IoT was standardized by the Third-Generation Partnership
Project (3GPP) to support massive machine-type communi-
cations [45], which enables a broad range of applications
from mission-critical services to massive deployment of

autonomous devices that periodically send state updates to
remote server.

To reduce the signalling overhead, the Early Data Trans-
mission (EDT) scheme was introduced by 3GPP, with which
each Machine Type Device (MTD) can send small data packets
during the random access procedure [46]. Each MTD is
equipped a finite buffer size,5 e.g., 20. Before transmitting
its access request, each MTD needs to perform the Access
Class Barring (ACB) check, i.e., each MTD would access
the channel with transmission probability q, which is referred
to as the ACB factor in standard [47]. NB-IoT with EDT
can be regarded as an Aloha type network with geometric
retransmission. Moreover, the power-saving mode in NB-IoT
enables MTDs to set sleep and active timers. It can be seen
from Fig. 7 that there are two timers used in PSM, namely
T3324 and T3412 [19]. In the PSM, MTDs will enter deep
sleep once the T3324 is expired and the duration of periodical
on-off cycle is determined by the T3412. Therefore, the data
transmission using EDT scheme in NB-IoT with PSM could
be regarded as a periodical sleep-wake status update system

5Although an infinite buffer size is assumed, the deviation between simu-
lation and analysis occurs only when the network is unsaturated with a quite
small buffer size.
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Fig. 6. The maximum life-time throughput Mmax versus the life-time constraint T0, n = 200, PW = 1, E/σ = 108. (a) PS = 0.01 (b) PT = 100.

where the sleeping ratio

γ =
T3412− T3324

T3412
. (31)

A. Life-Time Throughput Maximization in NB-IoT

Let us consider a single-cell NB-IoT network with system
parameters listed in Table II [48]. Note that in NB-IoT net-
works, each MTD accesses via the Physical Random Access
CHannel (PRACH) to the eNB. The PRACH consists of a
series of subframes that appear periodically. The time slot σ
can then be defined as the interval between two consecutive
PRACH subframes, which is given by σ = 40 ms according
to Table II.

To be inline with the system model in Section II, we let n
denote the number of MTDs. The average number of active
MTDs is given by n(1− γ). By combining (1), (9) and (10),
we then have the expected life time of each MTD in unit of
seconds as

T =



E

γPS +(1− γ)
[

λ
exp{W0(−n(1−γ)λ)} (PT − PW ) + PW

]
if q ∈

[
−W0(−n(1− γ)λ)

n(1− γ)
,
−W−1(−n(1− γ)λ)

n(1− γ)

]
E

γPS + (1− γ) [q(PT − PW ) + PW ]
otherwise,

(32)

and the life-time throughput of each MTD in its life time as

M =



E/σ
PT−PW

exp{W0(−n(1−γ)λ)} + PW

λ + γPS

λ(1−γ)

if q ∈
[
−W0(−n(1−γ)λ)

n(1−γ)
,
−W−1(−n(1−γ)λ)

n(1− γ)

]
E/σ

PT−PW

exp{−n(1−γ)q} +
PW +

γPS
1−γ

q exp{−n(1−γ)q}
otherwise.

(33)

TABLE II
PARAMETER SETTING [48]

It is clear from (32) and (33) that both the expected life
time T and the life-time throughput of each MTD M are
determined by the ACB factor q as well as the sleeping ratio
γ. In particular, with a fixed sleeping ratio γ, to achieve
the maximum life-time throughput Mp

max under the constraint
T ≥ T0, the optimal ACB factor is given by, (34) as shown
at the bottom of the next page, according to Theorem 1. The
maximum life-time throughput Mmax with joint tuning of q
and the sleeping ratio γ could be further obtained according
to Theorem 2. The optimal sleeping ratio is given by (28) and
the optimal ACB factor can be obtained by submitting (28)
into (34).

Note that the optimal settings of ACB factor and sleeping
ratio could be easily implemented in practical NB-IoT net-
works. Specifically, eNB can keep the record of the number
of registered MTD n. The sampling rate λ and the life-time
constraint T0 depends on the applications, and could be sent
to eNB through system information uploading. With n, λ and
T0, the eNB could derive the optimal settings according to
(28), (31), (34) and then broadcast them to MTDs.

B. Simulation Results and Discussion

1) Life Time and Life-Time Throughput: Fig. 8 illus-
trates how the expected life time of each MTD T and
the life-time throughput M vary with the ACB factor
q with λ = {0.001, 0.01} according to (32) and (33).
Recall that each MTD generates packets with sampling
rate λ per time slot if and only if it is awake and
thus, the packets generated per on-off cycle is given by
λ∗T3324

σ , i.e., 2 packets per 400 seconds for λ = 0.001,
T3324 = 80s, T3412 = 400s and 20 packets per 400 seconds
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Fig. 7. Example of power consumption using EDT scheme in NB-IoT with PSM.

for λ = 0.01, T3324 = 80s, T3412 = 400s in Fig. 8.
It can be seen from the Fig. 8 that with a large sampling
rate, e.g., λ = 0.01, the network is always saturated and the
expected life time of each MTD T decreases as q increases,
while the life-time throughput M increases as q ≤ qM =
0.0094, decreases when q > qM = 0.0094, indicating that
it is maximized with q = qM . On the other hand, with a
small sampling rate, e.g., λ = 0.001, it could be seen from
Fig. 8 that both the life time and life-time throughput remain
unchanged when q ∈

[
−W0(−n(1−γ)λ)

n(1−γ) , −W−1(−n(1−γ)λ)
n(1−γ)

]
=

[0.0010, 0.1196], where the network is unsaturated. Outside
the region, the network becomes saturated, and the life
time of each MTD T decreases as q increases, while the
life-time throughput M increases as q increases when q ≤
−W0(−n(1−γ)λ)

n(1−γ) = 0.0010 and decreases as q increases when

q ≥ −W−1(−n(1−γ)λ)
n(1−γ) = 0.1196, indicating that the maximum

M is achieved with any ACB factor q in [0.0010, 0.1196].
2) Significance of Optimal Tuning: Fig. 9 demonstrates

how the life-time throughput of each MTD M varies with
the sampling rate of each MTD λ and T0 = 0 or 2 years.
Note that the ACB factor q can be chosen from the set
{0.05, 0.1, . . . , 0.95} according to the standard [47]. Here we
compare two cases: default setting of q = 0.05 and the optimal
setting of q = qM according to (34). It can be seen from
Fig. 9a that with a small λ, the life-time throughput of M
with q = qM and that with q = 0.05 both monotonically
increase as λ increases, and the gap of the two cures is
negligible, since q = 0.05 has little deviation from the
optimal set of qM , i.e.,

[
−W0(−n(1−γ)λ)

n(1−γ) , −W−1(−n(1−γ)λ)
n(1−γ)

]

when λ ≤ λM according to (34). As λ further increases
beyond λM , the network with q = qM becomes saturated,
resulting in a constant life-time throughput M . In such case,
the contention in the network would be much more severe
and a fixed transmission probability q = 0.05 would lead
to the deterioration of life-time throughput. Moreover, the
life-time throughput performance gap further enlarges as the
PSM timer T3324 increases, indicating the severe collision
caused by long active time. Besides the sampling rate λ, the
life-time constraint T0 also plays a key role in determining the
life-time throughput performance. Note that when the life-time
constraint T > T0 is set, we have the sleeping ratio γ at
least to be PW−E/T0

PW−PS
in order to meet the life-time constraint

according to (34). With T0 = 2 years in Fig. 9b, the sleeping
ratio γ should be larger than 0.9094, i.e., T3324 less than
362.4s according to (31) with T3412 = 400s. Therefore, the
curve of T3324 = 800s and T3324 = 400s disappear in
Fig. 9b. It could also be seen from the dotted line in Fig. 9b
that with q = 0.05, a more serious degradation of network
performance would emerge when life-time constraint T0 is set
high in terms that MTDs cannot live up to a target lifetime
when λ > 0.0043.

Recall that in Section III-B, we address how to maximize
the life-time constrained throughput via jointly tuning the ACB
factor q and the sleeping ratio γ. With the optimal tuning
of q, Fig. 10 demonstrates how the life-time throughput of
each MTD M varies with the sampling rate of each MTD λ
when the sleeping ratio γ = T3412−T3324

T3412 is either fixed or
optimally tuned, i.e., T3412−T3324

T3412 = γM , according to (28).
It can be seen from Fig. 10a that when T3412−T3324

T3412 = γM ,

qM =



[
−W0(−n(1− γ)λ)

n(1− γ)
,
−W−1(−n(1− γ)λ)

n(1− γ)

]
if λ ≤ λM and T0 ≤ T ∗,p0

−W0(−n(1− γ)λM )
n(1− γ)

if λ > λM and T0 ≤ T ∗,p0[
E

σT0
+ γ(PW − PS)− PW

]
(1− γ)(PT − PW )

if T ∗,p0 < T0 ≤
E

PW − (PW − PS)γ

no solution if T0 >
E

PW − (PW − PS)γ
,

(34)
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Fig. 8. (a) The expected life time of each MTD T in unit of seconds versus the ACB factor q. (b) The life-time throughput of the each MTD M versus the
ACB factor q. n = 200, T3412 = 400s, T3324 = 80s.

Fig. 9. The life-time throughput of each MTD M versus the sampling rate λ under the constraint T > T0. n = 200, T3412 = 4000s. (a) T0 = 0.
(b) T0 = 2 years.

the life-time throughput of each MTD M monotonically
increases as the sampling rate λ increases. In this case,
the network would always operate at unsaturated conditions.
As Fig. 10a shows, the gap of the life-time throughput M
between fixed T3412−T3324

T3412 and T3412−T3324
T3412 = γM is not

visible when λ is small, while it would become obvious when
the network with fixed T3412−T3324

T3412 becomes saturated with
a large λ. Similar to Fig. 9b, a small sleeping ratio cannot
meet the constraint T > T0, resulting in the disappear of
the curve of T3412−T3324

T3412 = 0.9 in Fig. 10b. By comparing
Fig. 10b with Fig. 10a, the gap of life-time throughput
between a fixed T3412−T3324

T3412 and optimal T3412−T3324
T3412 =

γM is enlarged when the life-time constraint becomes strin-
gent, indicating great effectiveness to optimize the sleeping
ratio.

3) How to Achieve 10 Years Battery Life Time?: One
aggressive objective in designing NB-IoT network is to
achieve a battery life time more than 10 years for each low-
cost/complexity MTD equipped with a battery of 5 Wh [7].
Fig. 11 demonstrates how the maximum life-time throughput
Mmax varies with the number of MTDs n under the constraint
T0 = 10 years. It can be seen from Fig. 11 that the maximum
life-time throughput Mmax of each device monotonically

decreases as n increases due to the collision caused by a large
n, and the deterioration would become more severe with a
large packet sampling rate λ. Moreover, Mmax would increase
as sampling rate λ increase since the network would always
in unsaturated condition when ACB factor and the sleeping
ratio are both optimized.

In the following, let us take one point in Fig. 11 as an
example to illustrate how to achieve such objective based on
the system parameters listed in Table II. We set T3412 =
1 days as the duration of the on-off cycle so that each MTD
could wake up for a while per day to transmit update packets.
Consider that each MTD has a sampling rate λ = 0.001,
which means that it will generate one packet per 1000 time
slots (40 seconds) when it is awake. With 2000 registered
MTDs and life-time constraint T0 = 10 years, the optimal
sleeping ratio γM could be derived according to (28), i.e.,
γM = 0.98812 in this case. Hence, the duration of T3324 is
given by T3324 = T3412(1 − γM ) = 1026.43s. Moreover,
by submitting γM into (34), the optimal ACB factor qM could
be obtained, i.e., qM ∈ [0.0010, 0.2286]. With these optimal
settings, the average life-time throughput of each MTD is up
to 91747 packets, whilst the average life time could reach
10.0311 years.
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Fig. 10. The life-time throughput of each MTD M versus the sampling rate λ under the constraint T > T0 when q = qM . n = 200. (a) T0 = 0.
(b) T0 = 2 years.

Fig. 11. Maximum life-time throughput Mmax versus the number of MTDs
n. T0 = 10 years.

V. CONCLUSION AND FUTURE WORK

This paper focuses on the energy efficiency optimization
of Aloha networks with periodic sleeping-awake cycle and
finite battery budget. Explicit expressions of the life time and
the life-time throughput of each node are characterized, based
on which the life-time constrained throughput optimization
problem is addressed, i.e., maximizing the life-time throughput
with life-time constraint by tuning the probability of successful
transmission of HOL packets (equivalently, the channel access
probability) and the sleeping ratio. The analysis reveals that
with the sole tuning of the channel access probability, a severe
tradeoff between the throughput and the life-time throughput
performances exists, especially when the packet arrival rate
is large. In contrast, these two performance metrics can
be optimized simultaneously via joint tuning of the access
probability and the sleeping ratio, and both are enlarged as
the packet arrival rate increases. In addition, it is shown that
if the life-time constraint exceeds a certain threshold, then the
target life-time expectation is achieved at the expense of the
deterioration of the maximum life-time throughput.

Our work provides direct guidance on performance opti-
mization of practical Aloha networks with sleeping scheme,
such as NB-IoT with PSM, where the optimal configuration
of the ACB factor and the T3324/T3412 timers for life-time
throughput optimization are obtained. Compared with the

default system setting, significant performance improvement
can be achieved via adaptive tuning. It is found that the sole
tuning of the ACB factor can be applied only if the life
time length requirement is not demanding. Otherwise, joint
tuning of the ACB factor and the T3324/T3412 timers is
necessary, particularly for achieving the 10-year life time of
MTDs without battery replacement.

In this paper, we have characterized the maximum life-time
throughput of each node under the constraint of its life time,
while many other issues also deserve further study, such
as how to maximize the life time of each node under the
constraint of expected number of packets delivered in a given
time span. Moreover, although the analysis in this paper has
been verified via extensive simulations, developing a real-
world NB-IoT network prototype and further applying our
analysis in practical scenario is necessary and will also be one
of our future works. Finally, this paper assumes the classical
destructive collision channel. It is of great importance to
extend the analysis to slotted ALOHA networks with advanced
receiver structures, e.g., contention resolution diversity slot-
ted ALOHA (CRDSA) [49] and irregular repetition slotted
ALOHA (IRSA) [50].

APPENDIX A
PROOF OF LEMMA 1

Based on the transmission outcome, the time in the trans-
mission state can be further divided into the time in successful
transmissions and collisions. Let TO and TF denote the
expected numbers of time slots in successful transmissions
and in collisions during each node’s life time, respectively, and
we have TT = TO + TF . Note that p denotes the probability
of successful transmission of HOL packets. In each channel
access attempt, with probability p, one node spends one time
slot in successful transmissions; otherwise, with probability
1−p, it spends one time slot in collisions. Therefore, we have
TO

TF
= p

1−p . The mean service rate of each node’s queue, µ,
can be written as µ = TO

TW +TT
= p

1+TW /TT
.

µ =
TO

TW + TT
=

p

1 + TW /TT
. (35)
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The offered load of each node’s queue, ρ, is then given by

ρ =
λ

µ
=

λ (1 + TW /TT )
p

, (36)

where λ is the packet arrival rate of each node.
When the network is unsaturated with ρ < 1, the offered

load equals the probability that the nodes’ queue is not empty.
We then have

TW + TT

TI
=

ρ

1− ρ
. (37)

With the sleeping ratio of each node γ, we have

TS = γT. (38)

By combining (6), (7), (36), (37) and (38), we can obtain the
expected life time of each node T as following

T =
E/σ

γPS + (1− γ)
[

λ
p (PT − PW ) + PW

] . (39)

On the other hand, when the network becomes saturated with
ρ > 1, we have TI = 0. In this case, the mean service rate of
each node’s queue µ equals its throughput, i.e., we have

µ = λout =
−p ln p

n(1− γ)
. (40)

By combining (6), (7), (35), (38) and (40), the expected life
time of each node can be written as

T =
E/σ

γPS + (1− γ)
[
− ln p

n(1−γ) (PT − PW ) + PW

] . (41)

When ρ = 1, it is easy to see that the expected life time of
each node is also given by (41). (9) can then be obtained by
combining (39) and (41).

APPENDIX B
PROOF OF THEOREM 1

Lemma 2: Given the sleeping ratio γ, the maximum
life-time throughput without any constraints Mp,T0=0

max is given
by

Mp,T0=0
max =



E/σ
PT−PW

exp{W0(−n(1−γ)λ)} + PW

λ + γPS

λ(1−γ)

if pm ≤ exp(W0(−n(1− γ)λ))
E/σ

PT−PW

pm
+

n(1−γ)(PW +
γPS
1−γ )

−pm ln pm

otherwise,

(42)

where

pm = exp

{(
n(1− γ)(PW +

γPS

1− γ
)−

(
n2(1− γ)2(PW

+
γPS

1− γ
)2+4n(1−γ)(PT−PW )(PW +

γPS

1− γ
)
)1/2

)
/2(PT − PW )

}
. (43)

Proof: Let f(p) = E/σ

PT−PW
p +

n(1−γ)(PW +
γPS
1−γ

)

−p ln p

. If p /∈

[exp(W−1(−n(1− γ)λ)), exp(W0(−n(1− γ)λ))], then we
have M = f(p). It can be proved that f(p) monotonically
increases as p increases if p < pm, and monotonically
decreases as p increases if p > pm. f(p) is then maximized
when p = pm. It is clear that if λ > e−1

n(1−γ) , then M is
maximized when p = pm. In the following we focus on the
condition of λ ≤ e−1

n(1−γ) . Notice that as PT ≥ PW , we have
pm ≥ exp{−1} ≥ exp(W−1(−n(1− γ)λ)). We then divide
the discussion into two cases:
1) pm ≤ exp(W0(−n(1− γ)λ)): This condition is equivalent
to λ ≤ λM according to (15). Due to the monotonicity of f(p),
we have f(p) monotonically increases as p increases when
p < exp(W−1(−n(1− γ)λ)), and decreases as p increases
when p > exp(W0(−n(1− γ)λ)).
Note that E/σ

PT−PW
p +

PW
λ +

γPS
λ(1−γ)

= f(p) when p =

exp(W0(−n(1− γ)λ)) or p = exp(W−1(−n(1− γ)λ)),
and E/σ

PT−PW
p +

PW
λ +

γPS
λ(1−γ)

is a monotonically non-decreasing

function of p. Therefore, M is maximized when p =
exp(W0(−n(1− γ)λ)).
2) pm > exp(W0(−n(1− γ)λ)): This condition is equivalent
to λ > λM according to (15). In this case, we have M = f(p)
if p /∈ [exp(W−1(−n(1− γ)λ)), exp(W0(−n(1− γ)λ))],
which is maximized when p = pm. If p ∈
[exp(W−1(−n(1− γ)λ)), exp(W0(−n(1− γ)λ))], then
we have M < f(pm). Therefore, M is maximized when
p = pm.

Now let us take consideration of the constraint T ≥ T0.
According to (9), we have Tmax = maxp T = E/σ

PW−(PW−PS)γ .

If T0 > E/σ
PW−(PW−PS)γ , then the optimization problem (13) is

not feasible. If PT = PW , then we have T = E/σ
PW−(PW−PS)γ

according to (9). In this case, if T0 ≤ E/σ
PW−(PW−PS)γ , then

the optimization problem (13) becomes unconstrained opti-
mization, and the solution is given by (42). When PT > PW

and T0 ≤ E/σ
PW−(PW−PS)γ , we divide the discussion into two

cases:
1) pm ≤ exp(W0(−n(1− γ)λ)): In this
case, we have T (exp{W0(−n(1− γ)λ)}) =

E/σ

γPS+(1−γ)
[

λ
exp{W0(−n(1−γ)λ)} (PT−PW )+PW

] according to

Lemma 1, where T (·) is a function of p given by (9).
If T0 ≤ T (exp{W0(−n(1− γ)λ)}) =

E/σ

γPS+(1−γ)
[

λ
exp{W0(−n(1−γ)λ)} (PT−PW )+PW

] , then p =

exp{W0(−n(1− γ)λ)} ∈ {p|T ≤ T0}, indicating
that p = exp{W0(−n(1− γ)λ)} lies in the feasible
region of the optimization problem (13). According to
Case 1 of the unconstrained optimization problem, we have
Mp

max = E/σ
PT−PW

exp{W0(−n(1−γ)λ)}+
PW

λ +
γPS

λ(1−γ)

, which is achieved

when p = exp{W0(−n(1− γ)λ)}.
If T0 > T (exp{W0(−n(1− γ)λ)}) =

E/σ

γPS+(1−γ)
[

λ
exp{W0(−n(1−γ)λ)} (PT−PW )+PW

] , then T ≥ T0 is

equivalent to p ≥ pc > exp{W0(−n(1− γ)λ)}, as T
monotonically increases as p increases. As pm ≤
exp(W0(−n(1− γ)λ)), M monotonically decreases as
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p increases when p > exp{W0(−n(1− γ)λ)}. As a result,
we have Mp

max = E/σ

PT−PW
exp{W0(−n(1−γ)λC )}+

PW +
γPS
1−γ

λC

, which is

achieved when p = pc.
2) pm > exp(W0(−n(1− γ)λ)): In this case, we have
T (pm) = E/σ

γPS+(1−γ)
[

λM
exp{W0(−n(1−γ)λM )} (PT−PW )+PW

]
according to Lemma 1.

If T0 ≤ T (pm) =
E/σ

γPS+(1−γ)
[

λM
exp{W0(−n(1−γ)λM )} (PT−PW )+PW

] , then

p = pm ∈ {p|T ≤ T0}, indicating that p = pm lies
in the feasible region of the optimization problem (13).
According to Case 2 of the unconstrained optimization
problem, we have Mp

max = E/σ
PT−PW

exp{W0(−n(1−γ)λM )}+
PW
λM

+
γPS

λM (1−γ)

,

which is achieved when p = pm.
If T0 > T (pm) =

E/σ

γPS+(1−γ)
[

λM
exp{W0(−n(1−γ)λM )} (PT−PW )+PW

] , then T ≥ T0 is

equivalent to p ≥ pc > pm, as T monotonically increases
as p increases. As pm > exp(W0(−n(1− γ)λ)), M
monotonically decreases as p increases when p > pm. As a
result, we have Mp

max = E/σ

PT−PW
exp{W0(−n(1−γ)λC )}+

PW +
γPS
1−γ

λC

, which

is achieved when p = pc.

APPENDIX C
PROOF OF THEOREM 2

Theorem 1 presents the maximum life-time throughput of
each node with a given fixed sleeping ratio γ. Based on
Theorem 1, we further tune the sleeping ratio to optimize
the life-time throughput M . Let us first derive the maximum
life-time throughput MT0=0

max without any constraints.
Notice that pT0=0

M and λM monotonically increase as γ
increases, and thus λmax

M and λmin
M could be derived by

converting γ = 1 and γ = 0 into (15), i.e., λγ=1
M and λγ=0

M

respectively. Moreover, a maximum γ, i.e., γ = 1 will cause
a infinite λM which makes the optimization problem (13) fall
into situation λ < λM , definitely. According to whether λ
could be larger than λM or not, we divide the discussion into
two cases:
1) λ < λγ=0

M : In this case, we have MT0=0
max p =

E/σ
PT−PW

exp{W0(−n(1−γ)λ)}+
PW

λ +
γPS

λ(1−γ)

according to (29). Let h(γ) =
E/σ

PT−PW
exp{W0(−n(1−γ)λ)}+

PW
λ +

γPS
λ(1−γ)

. It can be proved that if h′(γ =

0) < 0, h′(γ) = 0 has only one zero point when γ ∈ (0, 1),
known as h′(γC) = 0, where h(γ) monotonically increases
as γ increases if γ < γC , and monotonically decreases as
γ increases if γ > γC . If h′(γ = 0) ≥ 0, however, h(γ)
will monotonically decrease as γ increase. Therefore, Mmax

is achieved when γ = γC or γ = 0 according to wether
h′(γ = 0) is smaller than 0 or not.
2) λ ≥ λγ=0

M : In this case, we have MT0=0
max p =

E/σ
PT−PW

exp{W0(−n(1−γ) min{λ,λM})}+
PW

min{λ,λM}+
γPS

min{λ,λM}(1−γ)

according to (29). Since λM monotonically increases as
γ increases, λ is larger than λM with a small γ, leading
to MT0=0

max p = E/σ
PT−PW

exp{W0(−n(1−γ)λM )}+
PW
λM

+
γPS

λM (1−γ)

. Under such

condition, MT0=0
max p monotonically increases as γ increases.

As γ keeps increasing, λ will be smaller than λM , and thus
we have MT0=0

max p = E/σ
PT−PW

exp{W0(−n(1−γ)λ)}+
PW

λ +
γPS

λ(1−γ)

, which is

the same as Case1. According to the aforementioned analysis
in Case1, we could assert that Mmax is achieved when
γ = γE if γE > γC which could be derived from λ = λM .
Otherwise, Mmax is achieved when γ = γC .

Now, let us take the constraint T ≥ T0 into account.
After optimizing the transmission probability p in problem
(13), the life time of each node T is given by T =

E/σ

γPS+(1−γ)
[
− ln pM
n(1−γ) (PT−PW )+PW

] . Since the power consump-

tion in sleeping state is the lowest, we have Tmax =
maxp,γ T = E/σ

PS
by letting γ = 1. If T0 > E/σ

PS
, then the

optimization problem (12) is not feasible. When T0 ≤ E/σ
PS

,
we divide the discussion into two cases:
1) T0 ≤ T = E/σ

γ
T0=0
M PS+(1−γ

T0=0
M )

[
− ln pM

n(1−γ
T0=0
M

)
(PT−PW )+PW

] ,

where γT0=0
M is given by (30): In this case, γ = γT0=0

M ∈
{γ|T ≤ T0}. We then have Mmax = MT0=0

max according to the
unconstraint optimization problem, which is achieved when
γ = γT0=0

M .
2) T0 > T = E/σ

γ
T0=0
M PS+(1−γ

T0=0
M )

[
− ln pM

n(1−γ
T0=0
M

)
(PT−PW )+PW

] :

Recall that in unconstraint case, if γT0=0
M = 0, M will mono-

tonically decreases as γ increases. Since T monotonically
increases as γ increases, to meet the constraint T ≥ T0,
we have Mmax = E/σ

PT−PW
exp{W0(−n(1−γD)λ)}+

PW +
γDPS
1−γD
λ

, which is

achieved when γ = γD, where γD could be derived by solving
T0 = E/σ

γDPS+(1−γD)
[
− ln pM

n(1−γD) (PT−PW )+PW

]
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