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Abstract—Multi-link operation is considered to be one of the new key features in the next generation WiFi 7, i.e., IEEE 802.11be. This paper studies the maximum network sum rate of general $M$-link 802.11be networks with two different synchronous multi-link channel access methods being proposed by Task Group BE, i.e., Longest Backoff and Shortest Backoff. By using a Markov renewal process to model the behavior of each Head-of-Line packet, the explicit expressions of the maximum network sum rate and the corresponding optimal initial backoff window size are derived, and verified by simulation results. The analysis shows that Longest Backoff and Shortest Backoff achieve an identical maximum network sum rate. However, to achieve the performance limit, the initial backoff window sizes need to be adaptively tuned in a different manner under the two access methods. As the number of links grows, the initial backoff window size with Longest Backoff should be monotonically decreased, while that with Shortest Backoff should be enlarged.

Index Terms—IEEE 802.11be, multi-link, random access, data rate optimization

I. INTRODUCTION

Task Group BE (TGbe) is working on the next-generation IEEE 802.11be standard, also known as WiFi 7. Multi-link operation (MLO) [1] is considered as one of the revolutionary changes in 802.11be [2]. With MLO, a single device can transmit data on several links simultaneously, which is favorable for both extremely high data rate and low latency services. As multi-link devices (MLDs) may not be able to support simultaneous transmission and reception (STR) due to in-device power leakage from insufficient frequency separation, the non-STR [3] mode with synchronous transmissions is being widely considered by TGbe, where various synchronous multi-link channel access methods have been proposed [4]–[7].

Simulation studies have validated that the newly-introduced MLO can significantly boost the data rate and latency performance [8]–[10]. By extending the classic Bianchi model [11], an analytical model for double-link IEEE 802.11be networks was proposed in [12]. The network sum rate performance can be numerically calculated by solving a set of non-linear equations. Due to the implicit nature of the solution, the performance limit, the maximum network sum rate, for instance, of multi-link IEEE 802.11be networks under different channel access methods still remains largely unknown.

In this paper, we provide closed-form solution to the above open question. We consider a synchronous multi-link IEEE 802.11be network with a general case of $M$ links and two representative synchronous channel access methods: Longest Backoff and Shortest Backoff. In particular, by extending a unified analytical framework proposed for single-link IEEE 802.11 Distributed Coordination Function (DCF) networks [13] to incorporate synchronous multi-link channel access, the maximum network sum rate is derived as an explicit function of the number of links, the payload length, the slot length, the holding time in successful transmission and the holding time in collision. Analysis reveals that both Longest Backoff and Shortest Backoff achieve the same maximum network sum rate, which is proportional to the number of links.

The optimal initial backoff window sizes under the two access methods are also obtained, and found to be increasing linearly with the number of MLDs. With Longest Backoff, the optimal initial backoff window size decreases as the number of links increases, however, with Shortest Backoff, it increases with the number of links. The analysis is verified by simulation results, which sheds important light on the design and optimization of the multi-link operation in the next-generation WiFi 7 networks.

The rest of the paper is organized as follows. Section II presents the system model and preliminary analysis. The network sum rate optimization is presented in Section III, and is verified by simulation results in Section IV. Finally, concluding remarks are summarized in Section V.

II. SYSTEM MODEL AND PRELIMINARY ANALYSIS

Consider an IEEE 802.11be network with $n$ non-STR MLDs transmitting on $M$ links as illustrated in Fig. 1. Assume that each link of an MLD performs the DCF protocol, and each MLD adopts identical backoff parameters, including the initial backoff window size $W$ and the cutoff phase $K$. When an MLD accesses the channel, it will transmit a packet payload

Fig. 1: Graphic illustration of an IEEE 802.11be network with multi-link devices

...
on each link. Each MLD has transmission rate $R$ (in the unit of Mbps) on each link, and packet payload length $L_P$ (in the unit of bits). As each link performs the backoff procedure independently, the backoff counters on different links are unlikely to reach zero simultaneously. To support synchronous channel access for each MLD, TGbe has been considering different types of access methods [4]–[7]. In this paper, we consider the following two representative channel access methods:

1) Longest Backoff (LB): An MLD makes a transmission request when the channel is idle, and the backoff counters on all the $M$ links reach zero,

2) Shortest Backoff (SB): An MLD makes a transmission request when the channel is idle, and the backoff counters on any of the $M$ links reaches zero, which are illustrated in Fig. 2 respectively, for the case of $M = 2$. It can be seen that the classical single-link access method adopted in IEEE 802.11 DCF can be regarded as a special case of $M = 1$.

A. Modeling: A Head-of-Line Packet Approach

In this paper, the analytical framework proposed in [13] for single-link IEEE 802.11 networks will be extended to model a multi-link IEEE 802.11be network. As we consider the synchronous channel access, the Head-Of-Line (HOL) packets on different links within the same MLD will always be in the same state at any time. Therefore, we can focus on modeling the behavior of each HOL packet on one single link among the $M$ links.

1) State Characterization of HOL Packets: First of all, a discrete-time Markov renewal process $(X, V) = \{(X_j, V_j), j = 0, 1, \ldots \}$ can be established to model the behavior of each HOL packet. $X_j$ denotes the state of a tagged HOL packet at the $j$th transition and $V_j$ denotes the epoch at which the $j$th transition occurs. Fig. 3 shows the embedded Markov chain $X = \{X_j\}$.

Similar to [13], the states of $X_j$ can be divided into three categories: 1) waiting to request (State $R_i$, $i = 0, 1, \ldots, K$); 2) collision (State $F_i$, $i = 0, 1, \ldots, K$); and 3) successful transmission (State $T$). Let $p^{(i)}$ denote the limiting probability of successful transmission of HOL packets given that the channel

![Fig. 2: Illustration of the two synchronous multi-link access methods. (a) Longest Backoff. (b) Shortest Backoff.](image)
1) for $\phi = LB$, the \textit{joint backoff counter} is the maximum value of the backoff counters on the $M$ links;
2) for $\phi = SB$, the \textit{joint backoff counter} is the minimum value of the backoff counters on the $M$ links.

Let $G^{(\phi)}_t$ denote the state of the \textit{joint backoff counter} of a State $R_i$ HOL packet under the channel access method $\phi$, at time slot $t$, $i \in {0, \ldots, K}$, $\phi = LB, SB$. The transition process of $\{G^{(\phi)}_t\}$ can be described by the Markov chain shown in Fig. 4, where $\alpha^{(\phi)}$ represents the probability of the channel being idle, $\beta^{(\phi)}_{i,j}$ represents the probability that the \textit{joint backoff counter} is $j$ when the HOL packet enters State $R_i$. As presented in Appendix A, the mean holding time $\tau^{(\phi)}_{R_i}$ in State $R_i$ can be then obtained as

$$\tau^{(\phi)}_{R_i} = \frac{1}{\alpha^{(\phi)}}, \sum_{j=0}^{\infty} (j+1)\beta^{(\phi)}_{i,j}, \quad i = 1, \ldots, K, \phi = LB, SB,$$  

(5)

by following a similar derivation in [13].

With LB, the maximum value of the backoff counters is $j$ means that all the backoff counters are less than or equal to $j$, while not all of them are less than $j$. Therefore, we have

$$\alpha^{(\phi)} = \frac{1}{1 + \tau_F - \tau_F p^{(\phi)} - (\tau_F - \tau_F) p^{(\phi)} \ln p^{(\phi)}}, \quad \beta^{(\phi)}_{i,j} = \left(\frac{W_{i,j}}{W_i} + 1\right)^M - \left(\frac{W_{i,j}}{W_i}\right)^M.$$  

(6)

Similarly, the minimum value of the backoff counters is $j$ means that all the backoff counters are greater than or equal to $j$, while not all of them are greater than $j$, so $\beta^{(SB)}_{i,j}$ can be obtained as

$$\beta^{(SB)}_{i,j} = \left(\frac{W_{i,j}}{W_i}\right)^M - \left(\frac{W_{i,j}}{W_i}\right)^M.$$  

(7)

By substituting (7) and (8) into (5), Appendix B shows that the mean holding time $\tau^{(LB)}_{R_i}$ and $\tau^{(SB)}_{R_i}$ can be further approximately obtained as

$$\tau^{(LB)}_{R_i} \approx \frac{1}{\alpha^{(LB)}}, \left(\frac{M W_i}{M + 1} + \frac{1}{2}\right)$$  

and

$$\tau^{(SB)}_{R_i} \approx \frac{1}{\alpha^{(SB)}}, \left(\frac{W_i}{M + 1} + \frac{1}{2}\right),$$  

(9)

(10)

respectively, when the initial backoff window size $W$ is large enough and the number of links $M$ is not too large.

3) \textit{Stationary State Probabilities}: Finally, the limiting state probabilities of the Markov renewal process $\{X, V\}$ are given by

$$\pi^{(\phi)}_j = \frac{\pi^{(\phi)}_j}{\pi^{(\phi)}_i} \tau^{(\phi)}_i, \quad \sum_{i \in Q} \pi^{(\phi)}_i = 1,$$  

(11)

where $\phi = LB, SB$, $j \in Q$, $Q$ is the state space of $X$.

**B. Data Rate Performance**

In a saturated network, for each link of an MLD, its link throughput $\lambda^{(\phi)}_{out}$, which is defined as the percentage of time used for successful transmission on the link, is equal to its service rate $\tilde{\pi}^{(\phi)}_T$, which can be written as

$$\lambda^{(LB)}_{out} \approx \frac{\tilde{\pi}^{(LB)}_T}{M W \cdot (p^{(LB)} - 2K (1 - p^{(LB)}) K + 1)},$$  

(12)

and

$$\lambda^{(SB)}_{out} \approx \frac{\tilde{\pi}^{(SB)}_T}{W \cdot (p^{(SB)} - 2K (1 - p^{(SB)}) K + 1)},$$  

(13)

respectively, by following a similar derivation in [14], where $p_A^{(\phi)}, \phi = LB, SB$ is the network steady-state point, which is characterized as the non-zero root of the fixed-point equation of the steady-state probability of successful transmission of HOL packets given that the channel is idle, $p^{(\phi)}$:

$$p^{(LB)} = \exp \left\{ \frac{-n (M + 1)(2p^{(LB)} - 1)}{M W \cdot (p^{(LB)} - 2K (1 - p^{(LB)}) K + 1)} \right\},$$  

(14)

and

$$p^{(SB)} = \exp \left\{ \frac{-n (M + 1)(2p^{(SB)} - 1)}{W \cdot (p^{(SB)} - 2K (1 - p^{(SB)}) K + 1)} \right\},$$  

(15)

respectively, by following a similar derivation in [13].

Note that the link throughput of each MLD evaluates how efficient the time is used for successful transmissions on each link. It, however, does not reflect how much information can be transmitted in terms of bits per second on all the $M$ links. In this paper, we focus on the data rate, which is defined as the number of information bits that are successfully transmitted per second. For each MLD, its data rate $D^{(\phi)}$, $\phi = LB, SB$ is determined by 1) the link throughput $\lambda^{(\phi)}_{out}$, 2) the number of links $M$, 3) the fraction of time that is used for payload transmission in each successful transmission, and 4) the transmission rate $R$ on each link, and can be written as

$$D^{(\phi)} = M \tilde{\pi}^{(\phi)}_T \cdot \frac{L_F}{\sigma^{(\phi)}_T} \cdot R = M \tilde{\pi}^{(\phi)}_T \cdot \frac{L_F}{\sigma^{(\phi)}_T}.$$  

(16)

**III. \textbf{Network Sum Rate Optimization}**

In this section, we will study how to maximize the network sum rate by properly tuning the backoff parameters.

The network sum rate, which is the sum of data rate of all the MLDs, can be obtained as

$$\hat{D}^{(\phi)} = n D^{(\phi)} = \frac{M L_F p_A^{(\phi)} \ln p_A^{(\phi)}}{\sigma^{(\phi)}} \cdot \frac{1}{(1 + \tau_F - \tau_F p_A^{(\phi)} - (\tau_T - \tau_F) p_A^{(\phi)} \ln p_A^{(\phi)})},$$  

(17)

$\phi = LB, SB$, by combing (6) and (12)-(16).

By following a similar derivation in [14], the following theorem presents the maximum network sum rate $\hat{D}_{max}$ and the corresponding optimal network steady-state point $p^*_A$. 
Theorem 1. The maximum network sum rate $\tilde{D}_{\text{max}}$ is
\[
\tilde{D}_{\text{max}} = \max_{p^{(\phi)}} \tilde{D}^{(\phi)}
\]
given by
\[
\tilde{D}_{\text{max}} = \frac{-MLP \cdot \mathcal{W}_0 \left( -\frac{1}{e(1+1/\tau_F)} \right)}{\sigma \left( \tau_F - (\tau_F - \tau_F) \mathcal{W}_0 \left( -\frac{1}{e(1+1/\tau_F)} \right) \right)},
\]
which is achieved when
\[
p^{(\phi)}_A = p^*_A = -(1 + 1/\tau_F)\mathcal{W}_0 \left( -\frac{1}{e(1+1/\tau_F)} \right), \tag{19}
\]
where $\mathcal{W}_0(\cdot)$ is the principal branch of the Lambert W function [15].

It is shown in Theorem 1 that the maximum network sum rate $\tilde{D}_{\text{max}}$ is independent to access methods, i.e., both access methods achieve the same maximum network sum rate. It is only determined by the number of links $M$, the payload length $L_P$, the slot length $\sigma$, the holding time in successful transmission $\tau_F$ and the holding time in collision $\tau_F$. In this paper, we use the system parameters following IEEE 802.11ax standard [16], which are listed in Table I. In this case, the maximum network sum rate $\tilde{D}_{\text{max}}$ is given by
\[
\tilde{D}_{\text{max}} = 95M \text{ Mbps}, \tag{20}
\]
which is linear to the number of links $M$.

To achieve $\tilde{D}_{\text{max}}$, however, the backoff parameters should be carefully tuned such that $p^{(\phi)}_A = p^*_A$. By substituting (19) into (14) and (15), Corollary 1 presents the optimal initial backoff window size $W_m^{(\phi)}$, $\phi = LB, SB$, to achieve the maximum network sum rate $\tilde{D}_{\text{max}}$.

Corollary 1. The optimal initial backoff window sizes $W_m^{(LB)}$ and $W_m^{(SB)}$ are given by
\[
W_m^{(LB)} = (\frac{1}{M} + 1) \cdot \frac{1 - 2p^*_A}{(p^*_A - 2^K (1 - p^*_A)^{K+1}) \ln p^*_A}, \tag{21}
\]
and
\[
W_m^{(SB)} = (M + 1)n \cdot \frac{1 - 2p^*_A}{(p^*_A - 2^K (1 - p^*_A)^{K+1}) \ln p^*_A}, \tag{22}
\]
respectively.

We can clearly see from (21) and (22) that the optimal initial backoff window size $W_m^{(\phi)}$ is closely dependent on the number of MLDs $n$, number of links $M$ and the access method $\phi$. With the system parameters in Table I, we have
\[
W_m^{(LB)} = 7.46n(\frac{1}{M} + 1) \tag{23}
\]
and
\[
W_m^{(SB)} = 7.46n(M + 1), \tag{24}
\]
respectively. For illustration, Fig. 5 plots the optimal initial backoff window size $W_m^{(\phi)}$ with both LB and SB. As we can see from Fig. 5, the optimal initial backoff window size linearly increases as network size $n$ grows, which is similar to the single-link case. The increasing rate is dependent on the number of links, and varies with the channel access method the network chooses. In particular, with LB, $W_m^{(LB)}$ decreases as $M$ increases, while with SB, $W_m^{(SB)}$ increases as $M$ increases. As shown in Section II, the joint backoff counter of LB is the largest value of the $M$ counters, so its average value increases with $M$ grows. Therefore, an MLD with LB should decrease its initial backoff window size as the the number of links grows. In contrast, the joint backoff counter of SB is the smallest value of the $M$ counters, so its average value decreases with $M$ grows, leading to a growing $W_m^{(SB)}$ as $M$ increases.

IV. SIMULATION RESULTS

In this section, we will present the simulation results to verify the analysis presented in Section II and III. The system parameters used in the simulations are summarized in Table I.

<table>
<thead>
<tr>
<th>Slot time $\sigma$</th>
<th>9 µs</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHY preamble</td>
<td>20 µs</td>
</tr>
<tr>
<td>SIFS</td>
<td>16 µs</td>
</tr>
<tr>
<td>DIFS</td>
<td>34 µs</td>
</tr>
<tr>
<td>ACK</td>
<td>112 bits</td>
</tr>
<tr>
<td>Payload length $L_P$</td>
<td>217 bits</td>
</tr>
<tr>
<td>MAC header</td>
<td>288 bits</td>
</tr>
<tr>
<td>Channel bandwidth per link</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Basic rate</td>
<td>24 Mbps</td>
</tr>
<tr>
<td>Transmission rate $R$</td>
<td>114.7 Mbps</td>
</tr>
<tr>
<td>Cutoff phase $K$</td>
<td>6</td>
</tr>
</tbody>
</table>

![Fig. 5: Optimal initial backoff window size $W_m^{(\phi)}$ versus number of nodes $n$.](image)

TABLE I: System Parameter Setting
backoff window size is small, MLVs are often in deep backoff state with a large backoff window size. In this case, once an MLD makes a successful transmission, it will reset the backoff window size to the initial value \( W \), and would likely to occupy the channel for several continuous transmissions, known as the “capture effect”. In this case, the assumption that each MLD follows a time-homogeneous backoff process may not hold any more. As SB always selects the smallest value out of \( M \) backoff counters, the inaccuracy becomes more profound when \( M \) is large. If \( W \) is large enough, nevertheless, the transmission attempts can be randomized over the time. As Fig. 6b illustrates, with \( W \) is large enough, the network sum rate deteriorates with \( W \).

Fig. 7 presents how the network sum rate \( \hat{D}(\phi) \) varies with the number of nodes \( n \). Corollary 1 in Section III shows that to achieve the maximum network sum rate, the initial backoff window size \( W \) should be carefully adjusted according to (21) and (22), respectively. As Fig. 7 shows, with a fixed initial backoff window size \( W \), the network sum rate severely deteriorates with \( n \) when the network size is large due to the growing contention level. On the other hand, with the optimal initial backoff window size, the maximum network sum rate can be always achieved regardless of the variation of the network size.

V. CONCLUSIONS

In this paper, we address the network sum rate optimization of \( M \)-link IEEE 802.11be networks with two representative channel access methods, i.e., Longest Backoff and Shortest Backoff. Explicit expressions of maximum network sum rate and the corresponding optimal initial backoff window size are obtained. The analysis shows that both access methods can achieve the same maximum network sum rate, which is linear to the number of links \( M \). To maximize the network sum rate, the initial backoff window size should be carefully tuned, which varies with the channel access method the network adopts. With Longest Backoff, the optimal initial backoff window size monotonically decreases as the number of links increases; while with Shortest Backoff, it increases with the number of links. The analysis provides direct guidance on the design and optimization of the multi-link operation introduced in future WiFi 7 networks.

APPENDIX A

DERIVATION OF (5)

The Markov chain shown in Fig. 4 illustrates the transition process of \( \{G_{i}^{(\phi)}\} \), where \( G_{i}^{(\phi)} \) denotes the state of the joint backoff counter of a State-R \( i \) HOL packet at time slot \( t \), \( i = 0, \ldots, K, \phi = LB, SB \).

Let \( Y_{j}^{(\phi)} \) denote the holding time of an HOL packet in State \( R_{i} \). When an HOL packet enters State \( R_{i} \), it randomly selects a number \( x \) from \( \{0, \ldots, W_{i} - 1\} \) as the initial value of its joint backoff counter. According to Fig. 4, \( Y_{j}^{(\phi)} \) is the sum of the sojourn time at states \( B_{i}^{(\phi)}, B_{i-1}^{(\phi)}, \ldots, B_{0}^{(\phi)} \), which can be written as

\[
Y_{j}^{(\phi)} = \sum_{k=0}^{x} J_{B_{i}^{(\phi)}},
\]

where \( J_{B_{i}^{(\phi)}} \) is the sojourn time at state \( B_{i}^{(\phi)} \), which follows a geometric distribution with parameter \( \alpha(\phi) \), and \( x \) follows a distribution that \( \Pr\{x = j\} = \beta_{i,j}^{(\phi)} \). The mean holding time \( \tau_{R_{i}}^{(\phi)} \) is then given by

\[
\tau_{R_{i}}^{(\phi)} = \mathbb{E}[Y_{j}^{(\phi)}] = \frac{1}{\alpha(\phi)} \sum_{j=0}^{W_{i} - 1} (j + 1) \beta_{i,j}^{(\phi)}. \tag{26}
\]

APPENDIX B

DERIVATION OF (9) AND (10)

For LB, we have

\[
\begin{align*}
\sum_{j=0}^{W_{i}-1} (j + 1) \beta_{i,j}^{(LB)} &= \frac{1}{W_{i}^{M}} \sum_{j=0}^{W_{i}-1} ((j + 1)^{M} - j^{M}) (j + 1) \\
&= \frac{1}{W_{i}^{M}} \left( \sum_{j=0}^{W_{i}-1} (j + 1)^{M+1} - j^{M+1} - \sum_{j=0}^{W_{i}-1} j^{M} \right) \\
&= \frac{1}{W_{i}^{M}} \left( W_{i}^{M+1} - \sum_{j=0}^{W_{i}-1} j^{M} \right). \tag{27}
\end{align*}
\]
We further have
\[
\sum_{j=0}^{W_i-1} j^M = \frac{W_i^{M+1}}{M+1} - \frac{1}{2} W_i^M + \sum_{k=1}^{M} b_k W_i^{M-k}, \quad (28)
\]
where \( \{b_k, k = 1, \ldots, M\} \) are constants, by following Faulhaber’s formula \([17]\).

By substituting (28) to (27), we have
\[
\sum_{j=0}^{W_i-1} (j+1)^{\beta_{i,j}}(LB) = \frac{1}{W_i^0} \left( \frac{MW_i^{M+1}}{M+1} + \frac{1}{2} W_i^M \sum_{k=1}^{M} b_k W_i^{M-k} \right)
\]
\[
= \frac{MW_i}{M+1} + \frac{1}{2} \sum_{k=1}^{M} b_k W_i^{k-1}. \quad (29)
\]

For a large \( W \) and small \( M \), the third term on the right of (29) is much smaller than the first and second terms, and can be ignored. We then have
\[
\sum_{j=0}^{W_i-1} (j+1)^{\beta_{i,j}}(LB) \approx \frac{MW_i}{M+1} + \frac{1}{2}. \quad (30)
\]

Similarly, for SB, we have
\[
\sum_{j=0}^{W_i-1} (j+1)^{\beta_{i,j}}(S) = \frac{1}{W_i^0} \left( \sum_{j=0}^{W_i-1} (W_i-j)^M j 
\right.
\]
\[
-(W_i - (j+1))^M (j+1) + \sum_{j=0}^{W_i-1} (W_i-j)^M 
\]
\[
= \frac{1}{W_i^M} \cdot \sum_{j=0}^{W_i-1} (W_i-j)^M = \frac{1}{W_i^M} \cdot \sum_{j=1}^{W_i} j^M 
\]
\[
\approx \frac{W_i}{M+1} + \frac{1}{2}. \quad (31)
\]
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